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CHAPTER 1

Introduction

1.1 Why AI on the Edge?

Artificial Intelligence (AI) for edge applications represents a paradigm shift in how

data is processed and insights are generated in computing systems. Traditionally, machine

learning models have relied heavily on cloud-based infrastructures, where data collected

by edge devices (e.g., smartphones, IoT devices) is transmitted to centralized servers

for processing and analysis. However, this model faces challenges such as high latency,

bandwidth limitations, and concerns over data privacy and security. To address these

issues, there is a growing trend towards deploying machine learning models directly on

edge devices, enabling local data processing and real-time decision-making without the

need to constantly communicate with the cloud.

Deploying Artificial Intelligence (AI) on edge devices presents several challenges that

stem from the inherent constraints and operational demands of edge computing environ-

ments. Primarily, edge devices often have limited computational power, memory, and

energy resources, which restricts the complexity of AI models that can be effectively

run on such devices. This necessitates the development of lightweight, efficient models

and algorithms that can deliver reliable performance without overtaxing the device’s
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capabilities. Furthermore, ensuring the privacy and security of data processed at the edge

is critically important, especially as these devices frequently handle sensitive information in

an increasingly interconnected landscape. This challenge is compounded by the distributed

nature of edge devices, which can complicate efforts to provide consistent updates and

patches across all devices. Additionally, achieving low latency in AI applications is crucial

for real-time decision-making processes, yet the varying network conditions and bandwidth

limitations associated with edge computing can hinder this goal. Lastly, managing and

maintaining a vast network of AI-enabled edge devices raises logistical issues, requiring

robust frameworks for remote management, diagnostics, and firmware updates to ensure

smooth and secure operations across diverse and often geographically dispersed devices.

These challenges necessitate a multidisciplinary approach, combining advancements in

machine learning, hardware engineering, cybersecurity, and network infrastructure to fully

realize the potential of AI on edge devices.

One of the key benefits of machine learning on the edge is the ability to achieve lower

latency in applications where real-time processing is crucial. For example, in autonomous

vehicles, real-time data processing and decision-making are imperative for safety and

performance. By processing data locally on the vehicle, the system can respond more

quickly to dynamic road conditions compared to relying on cloud-based computations.

Similarly, in healthcare, wearable devices can monitor vital signs and detect anomalies in

real-time, offering opportunities for immediate intervention.

Another significant advantage is the enhancement of privacy and security. By processing

data locally and minimizing the transfer of sensitive information to the cloud, edge ML

can mitigate the risks of data breaches and unauthorized access. This is particularly

important in applications dealing with personal or sensitive data, such as in smart homes

or personal health devices. Local processing ensures that only essential information, rather

than raw data, may need to be sent to centralized servers, thus enhancing user privacy.
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Figure 1.1: Thesis Contributions

1.2 Stages for Deploying AI on the Edge

The development of AI models suitable for resource-constrained edge devices involves

several critical steps. First, it is crucial to design highly efficient architectures tailored

for these models. Additionally, effective training and fine-tuning are imperative to

facilitate on-device personalization and to mitigate domain shifts. Lastly, ensuring efficient

inference that aligns with the resource limitations of edge devices is essential to advance

the capabilities of AI on edge devices.

This dissertation explores various challenges associated with all the three phases of

AI model deployment on edge devices, as illustrated in Figure 1.1. Initially, the thesis

investigates model compression and low-precision quantization, which are critical for

deploying AI models on edge devices. It begins by examining commonly used low-precision

cost metrics, uncovering a significant underestimation of inference costs. To rectify this,

the thesis suggests enhancements to existing cost metrics to more accurately represent

these overlooked costs, thus ensuring the models are suitable for the constraints of edge

devices. Additionally, informed by the novel cost metric, it introduces a new family

of low-precision architectures that surpass existing models in terms of efficiency and

performance.
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Subsequently, this thesis explores efficient training strategies to facilitate model per-

sonalization, guaranteeing alignment with the unique requirements of individual users.

Our comprehensive investigation identifies memory limitations as the primary challenge

in training deep learning models on edge devices. As a response, this thesis capitalizes on

the inherent sparsity present in the feature maps to significantly lower memory demands

during training. This approach allows for the training of more sophisticated models

directly on edge devices.

Finally, this thesis presents innovative methods that utilize context-awareness to

develop efficient inference strategies. These strategies allow the model’s computational

requirements to dynamically adjust in response to the characteristics of incoming data,

optimizing performance under stringent resource constraints. To address scenarios with

temporal data dependencies, this thesis proposes a framework for adaptive inference

with temporal-awareness. This framework intelligently modulates compute resources

during runtime, guided by patterns recognized in historical data. Building on adaptive

frameworks, this thesis explores integrating spatial awareness to create efficient inference

strategies. This method involves hierarchical decision-making, starting with an early,

cost-effective assessment of the input’s spatial characteristics to determine the most

suitable specialized downstream model. Such adaptive inference strategies significantly

reduce latency and energy consumption with minimal impact on accuracy. Additionally,

this thesis introduces data-driven adaptive policies, enabling the model to learn from the

input instances how to allocate computational resources based on the complexity of the

input frame. This enhances the efficiency and accuracy of AI models and broadens the

adaptability of adaptive inference across various tasks on edge devices.

1.3 Thesis Contributions

Efficient Low-Precision Model Design: In Chapter 3, we investigate compression

techniques like quantization. Low-precision quantization is recognized for its efficacy

4



in neural network optimization. Our analysis reveals that non-quantized elementwise

operations which are prevalent in layers such as parameterized activation functions, batch

normalization, and quantization scaling dominate the inference cost of low-precision

models. These non-quantized elementwise operations are commonly overlooked in SOTA

efficiency metrics such as Arithmetic Computation Effort (ACE ) [177]. In this chapter,

we propose ACEv2 - an extended version of ACE which offers a better alignment with

the inference cost of quantized models and their energy consumption on ML hardware.

Moreover, we introduce PikeLPN, a model that addresses these efficiency issues by applying

quantization to both elementwise operations and multiply-accumulate operations. In

particular, we present a novel quantization technique for batch normalization layers

named QuantNorm which allows for quantizing the batch normalization parameters

without compromising the model performance. Additionally, we propose applying Double

Quantization where the quantization scaling parameters are quantized. Furthermore, we

recognize and resolve the issue of distribution mismatch in Separable Convolution layers

by introducing Distribution-Heterogeneous Quantization which enables quantizing them

to low-precision. PikeLPN achieves Pareto-optimality in efficiency-accuracy trade-off with

up to 3× efficiency improvement compared to SOTA low-precision models.

Leveraging Sparsity for Memory-Efficient Training on the Edge: In Chapter

4, we explore the feasibility of running training on edge devices. Training on the Edge

enables neural networks to learn continuously from new data after deployment on memory-

constrained edge devices. Our analysis shows that memory footprint from activations

is the main bottleneck for training on the edge. Existing incremental training methods

fine-tune the last few layers sacrificing accuracy gains from re-training the whole model.

In this chapter, we investigate the memory footprint of training deep learning models,

and use our observations to propose BitTrain. In BitTrain, we exploit activation sparsity

and propose a novel bitmap compression technique that reduces the memory footprint

during training. We save the activations in our proposed bitmap compression format
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during the forward pass of the training, and restore them during the backward pass for

the optimizer computations. The proposed method can be integrated seamlessly in the

computation graph of modern deep learning frameworks. Our implementation is safe by

construction, and has no negative impact on the accuracy of model training. Experimental

results show up to 34% reduction in the memory footprint at a sparsity level of 50%.

Further pruning during training results in more than 70% sparsity, which can lead to up

to 56% reduction in memory footprint. BitTrain advances the efforts towards bringing

more machine learning capabilities to edge devices.

Adaptive Inference with Temporal Awareness: In Chapter 5, we examine the

process of deriving context from historical data patterns to enhance our machine learning

(ML) framework. By leveraging this context, this framework intelligently modulates

compute resources during runtime, guided by patterns recognized in historical data To

validate this concept, we implemented this approach within a human activity recognition

ML framework, which is frequently utilized in wearable technology. Wearable devices have

strict power and memory limitations. As a result, there is a need to optimize the power

consumption on those devices without sacrificing the accuracy. This chapter presents

AdaSense – a sensing, feature extraction and classification co-optimized framework for

Human Activity Recognition. The proposed techniques reduce the power consumption by

dynamically switching among different sensor configurations as a function of the patterns

in user activity over time. The framework selects configurations that represent the pareto-

frontier of the accuracy and energy trade-off. AdaSense also uses low-overhead processing

and classification methodologies. The introduced approach achieves 69% reduction in the

power consumption of the sensor with less than 1.5% decrease in the activity recognition

accuracy.

Adaptive Inference with Spatial Awareness: In Chapter 6, we investigate

integrating spatial context awareness into model architecture design to improve its efficiency.

This method involves hierarchical decision-making, starting with an early, cost-effective

6



assessment of the input’s spatial characteristics to determine the most suitable specialized

downstream mode. By harnessing this spatial information, we seek to dynamically

enhance the efficiency of our ML model. To evaluate the efficacy of this strategy, we have

implemented it in an object detection ML framework, which is extensively employed in

applications such as surveillance cameras and augmented reality devices. Those object

detection ML frameworks often have large computational and energy requirements that

challenge their deployment on resource-constrained edge devices. Object detection takes

an image as an input, and identifies the existing object classes as well as their locations in

the image. In this chapter, we present AdaCon. AdaCon leverage the prior knowledge

about the probabilities that different object categories can occur jointly in the same spatial

context to increase the efficiency of object detection models. In particular, our technique

clusters the object categories based on their spatial co-occurrence probability. Then, it

uses those clusters to design an adaptive network. During runtime, a branch controller

decides which part(s) of the network to execute based on the spatial context of the input

frame. Our experiments using COCO dataset show that our adaptive object detection

model achieves up to 45% reduction in the energy consumption, and up to 27% reduction

in the latency, with a small loss in the average precision (AP) of object detection.

Adaptive Inference with Instance Awareness: In Chapter 7, we investigate

the model’s capability to make predictions based on learnt contextual information, and

dynamically adapt its inference process based on this context. The goal is to design a

generalizable context-aware ML model where we don’t need to handcraft the context

criteria. To test the applicability of this approach, we apply it to a vision transformer

model that performs multiple tasks simultaneously. Those multi-task models are necessary

for applications where we need to extract a lot of information from the input like augmented

reality applications running on Augmeted Reality devices. Multi-task learning (MTL)

models usually consist of a shared encoder to extract representative features from the input

frame, followed by task-specific decoders to generate predictions for each task. Generally,
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the shared encoder in MTL models needs to have a large representational capacity in

order to generalize well to various tasks and input data, which has a negative effect on

the inference latency. In this chapter, we argue that due to the large variations in the

complexity of the input frames, some computations might be unnecessary for the output.

Therefore, we introduce AdaMTL, an adaptive framework that learns task-aware inference

policies for the MTL models in an input-dependent manner. Specifically, we attach a

task-aware lightweight policy network to the shared encoder and co-train it alongside

the MTL model to recognize unnecessary computations. During runtime, our task-aware

policy network decides which parts of the model to activate depending on the input frame

and the target computational complexity. Extensive experiments on the PASCAL dataset

demonstrate that AdaMTL reduces the computational complexity by 43% while improving

the accuracy by 1.32% compared to single-task models. Combined with SOTA MTL

methodologies, AdaMTL boosts the accuracy by 7.8% while improving the efficiency by

3.1×. When deployed on Vuzix M4000 smart glasses, AdaMTL reduces the inference

latency and the energy consumption by up to 21.8% and 37.5%, respectively, compared to

the static MTL model.
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CHAPTER 2

Background

In this chapter, we provide the background and a concise overview of the relevant prior

work related to the techniques proposed in this dissertation. We begin with a discussion

of methods for efficient training, as detailed in Section 2.1. Following this, Section 2.2

explores prior work aimed at enhancing the efficiency of inference in deep learning models.

Additional details regarding the related work for the specific techniques discussed in this

dissertation are included in their respective chapters.

2.1 Efficient Training for Deep Learning Models

Transfer Learning. Deep learning models trained on large datasets (e.g. ImageNet

[31]) can be widely used to retrain neural networks on the edge with local data. The idea

is to keep the parameters of the feature extraction layers unchanged, and only train the

last layers [123]. Transfer learning on the edge can be used for customization of mobile

services as well as for offline retraining. This approach saves training memory because the

intermediate activations for the feature extractor do not need to be stored. However, the

accuracy can significantly drop, especially when the new data is coming from a distribution

that is very far from the distribution of the data used during the initial training. To solve
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this issue, Cai et al. [17] proposed fine-tuning the both the final layers as well as the

biases of the feature extractor (i.e intermediate activations are not needed to compute the

gradients for the biases). This approach saves the memory footprint; however, fine-tuning

all the layers significantly increase the ability of the model to adapt on the new data.

Low Precision Training. Micikevicius et al. [113] use half precision (16 bits) for

weights, gradients, and activations. This reduces the memory footprint by a factor of 2×,

and it can be complementary to any other low-memory training technique to maximize

the savings. Courbariaux et al. [26] show that they can train models using 10-bits

multiplications without severely affecting the accuracy. Jia et al. [79] increase the training

throughput of a single GPU using a mixed-precision training method. Dipankar et al. [29]

use fixed-point integer operations to train the models. They show that this can achieve

competitive results to training with floating-point operations. All of these techniques use

lower precision to reduce the memory footprint of training and possibly the number of

operations needed, which compromises on the accuracy of the model.

Microbatching. Huang et al. [70] use microbatch-based training where they can

sequentially send smaller subsets of the batch through the network, and accumulate

the gradients until the whole batch is processed. Then, gradient update is executed

once. This approach reduces the memory footprint without affecting the total number of

operations performed. It is important to note that microbatching has a direct impact on

the statistical characteristics of batch normalization layers. That is why it needs to be

exercised carefully in order to avoid losing accuracy.

Rematerialization. Chen et al. [21] first proposed the idea of trading computation for

memory. The idea is to discard saving the activations and recalculate them, layer-by-layer,

upon backpropagation. Gruslys et al. [46] proposed a dynamic programming approach

that balances between caching of intermediate results and re-computation. The interested

reader is referred to [136] for a detailed technical report on combining some of the above

techniques for training.
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Parameter-Efficient Training. Parameter-efficient training (PEFT) has become

increasingly important, especially when dealing with large-scale pre-trained models [66,

175, 40, 67] since traditional fine-tuning methods, which involve adjusting a significant

portion of a model’s parameters for specific tasks, can be resource-intensive. Two common

techniques in this domain are adapters [175, 40] and Low-Rank Adaptation (LoRA) [66, 32].

Adapters are lightweight modules inserted between the layers of a pre-trained model, which

allows for targeted modifications to the model’s behavior without altering the original

pre-trained weights. This approach is beneficial as it reduces the number of parameters

that need to be fine-tuned, thus lowering the computational burden. Adapters have

shown effectiveness in various tasks, providing a flexible and efficient way to adapt large

models to specific tasks or datasets. However, one limitation of adapters is the additional

parameters they introduce, which can lead to increased computational requirements during

inference. On the other hand, LoRA offers a different approach to PEFT. LoRA involves

modifying the weight matrices of a pre-trained model using low-rank decomposition.

This method allows for fine-tuning the model’s behavior while maintaining the original

structure and size of the weight matrices. The key advantage of LoRA is that it does

not introduce additional parameters during the model’s runtime. Instead, it updates

the pre-existing weights to enhance the model’s performance on new tasks with minimal

increase in computational requirements. LoRA has been successfully applied in various

fields, including NLP [66, 32, 19, 22] and computer vision [61], demonstrating its versatility

and effectiveness. Some recent studies have proposed new solutions to extend the benefits

of PEFT for multi-task adaptation. One such approach is the Hypernetworks [108], which

uses shared networks to generate adapter parameters for all layers conditioned on the

task, thus allowing for the sharing of information across different tasks while enabling

task-specific adaptation through task-specific adapters. Building on top of it, Polyhistor

[100] explores PEFT in the domain of dense vision tasks, specifically on hierarchical

vision transformers. Polyhistor proposes two ideas: decomposing hypernetworks into

low-rank matrices and using custom kernels to scale fine-tuning parameters to the different
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transformer blocks.

2.2 Efficient Inference for Deep Learning Models

Compact Deep Learning Architectures. The optimization of compute and

memory resources for model inference on edge devices has been a critical area of focus in

recent research [20]. To address these challenges, researchers have hand-crafted compact

models [65, 107, 162, 145]. SqueezeNet, for instance, is a parameter-efficient model

designed for resource-constrained environments [71]. It achieves AlexNet-level accuracy

on the ImageNet dataset with 50 times fewer parameters by employing strategies like

replacing 3 × 3 convolutions with 1 × 1 ones, converting input channels to only 3 × 3

filters, and delaying downsampling for enhanced accuracy. Similarly, MobileNets [65]

utilize spatially separable convolutions, which split a 3× 3 convolution into two smaller

operations – a 3×1 and a 1×3 convolution—thereby reducing the computational cost and

number of parameters from 9 to 6, and consequently decreasing matrix multiplications.

Building on these advancements, MobileOne [154] has further identified parameterized

activation functions and skip connections as major sources of latency in edge devices.

Leveraging these insights, MobileOne developed a model capable of operating within

1ms on mobile platforms, showcasing significant progress in reducing latency for edge

computing applications.

Model Compression Techniques. In addition to crafting compact models, model

compression techniques have been employed to facilitate running deep neural networks

(DNNs) on small devices [50, 93]. There are three primary methods for reducing the size

of networks: quantization, pruning, and knowledge distillation. Quantization involves

converting the parameters of a DNN from floating-point representations to low-bit width

numbers, which simplifies the computational demands by eliminating costly floating-point

multiplications. Research in low-precision quantization demonstrates that networks can

be effectively quantized to 4 bits with only minimal loss in accuracy [23, 83, 2, 124].
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Additionally, some studies focus on power-of-two quantization, which is known for its

hardware efficiency [147, 54, 91]. Pruning targets the removal of less critical parameters,

such as those near zero, to reduce the computational demands of the model [14, 76, 171,

143]. For instance, Molchanov et al. [117] utilize a loss-approximating Taylor expansion

as a gradient-based metric for identifying pruning candidates. Anwar et al. [5] and

Yang et al. [165] select candidates through random evaluations and energy consumption

weighting, respectively. Strategies such as early pruning [120] and dynamic pruning [48]

aim to enhance integration with retraining processes, thus conserving time spent on

retraining. Knowledge distillation involves constructing a smaller DNN that replicates the

functionality of a larger, more complex one [62]. This process is executed by training the

smaller network using the output predictions of the larger model, allowing the smaller

network to approximate the learning function of its larger counterpart. Collectively, these

approaches – quantization, pruning, and knowledge distillation – can be applied separately

or in combination to optimize DNNs for operation on constrained devices [50].
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CHAPTER 3

Efficient Model Design

3.1 Introduction

Quantization has long been established as a method to improve the efficiency of deep

neural networks, resulting in smaller models and accelerated processing [41]. Recent

studies have shown impressive results in image classification tasks, making the use of

low-precision quantization (i.e., 4 bits or fewer) increasingly popular [124, 177, 104, 128].

In these compact models, convolutional and fully connected layers are typically constrained

to 4-bit precision or even less, while precision is maintained at higher levels in other layers

of the network. For example, the state-of-the-art (SOTA) binary network PokeBNN [177]

binarizes the convolutional layers of ResNet-50 [57], and to avoid accuracy loss, they

incorporate extra skip connections, extra batch normalization layers, and parameterized

activation functions (DPReLU) that are executed in high precision.

We analyze the key efficiency bottlenecks in low-precision models uncovering a fun-

damental limitation of the efficiency metrics in literature, ACE [177], CPU64 [110, 104],

Unit-gate model [181] and FA-count [133]. Those metrics exclude the elementwise opera-

tions in arithmetic calculations, a sentiment grounded in the belief that their contribution

to the total computation cost is negligible compared to MAC operations. Optimizing
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for those metrics drives researchers to prioritize the reduction of computational precision

in Convolutional and Dense layers, yet they overlook the quantization of elementwise

operations. As a result, operations such as batch normalization, activation functions,

and quantization scaling multiplications, are often performed at full precision. Moreover,

SOTA low-precision models tend to rely extensively on mechanisms like branching [68] and

skip connections [57], which significantly increase energy costs associated with memory

reads and writes. To overcome this issue, we propose ACEv2 which extends the efficiency

metric ACE to account for all arithmetic operations in quantized neural networks including

both elementwise and MAC operations. This would help guide researchers’ choices when

designing low-precision models.

Guided by our ACEv2 metric, we design PikeLPN – a novel family of efficient low-

precision models. PikeLPN quantizes both elementwise and MAC operations. Remarkably,

PikeLPN not only achieves a 3.5× cost reduction compared to SOTA binary models [104,

177], it also achieves competitive accuracy levels on ImageNet [30].

Our contributions can be summarized as follows:

• We identify and analyze the overlooked cost of non-quantized elementwise operations

in SOTA low-precision models. Our analysis shows that the non-quantized elemen-

twise operations used in parameterized activation functions, batch normalization,

and quantization scaling dominate the inference cost of low-precision models.

• We propose ACEv2 – an extension to the existing hardware-agnostic cost metric

ACE. ACEv2 offers a better alignment with the cost of the low-precision models

and their energy consumption on ML hardware by accounting for all arithmetic

operations during inference.

• We propose PikeLPN – a novel family of low-precision architectures, which improves

the efficiency of low-precision models by quantizing both elementwise and multiply-

accumulate operations. Specifically, we propose (a) QuantNorm for effective batch
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normalization quantization, (b) Double Quantization where quantization parameters

are also quantized, and (c) Distribution-Heterogeneous Quantization for Separable

Convolution layers to tackle their distribution mismatch problem.

The rest of the chapter is organized as follows. We review the related work in Section 3.2.

In Section 3.3, we propose ACEv2 providing detailed analysis to the overlooked efficiency

bottlenecks by previous cost metrics. Then, guided by the new cost metric, we propose

our efficient PikeLPN model. Next, we compare PikeLPN to SOTA low-precision models

in Section 3.4. Finally, we conclude in Section 3.5.

3.2 Related Work

Low-precision Quantization: A substantial body of work exists in the realm of

low-precision quantization, exemplified by studies that indicate that architectures can be

quantized to 4 bits with minimal impact on accuracy [23, 83, 2, 124]. Others perform

logarithmic quantization methods known for their hardware efficiency [147, 54, 91]. In

addition, there are attempts to push the boundaries by introducing predominantly binary

models where some of the convolution layers are quantized to 1 bit while other layers are

maintained at a higher precision [177, 104, 127]. Some researchers have also developed

automated strategies for mixed-precision modeling to dynamically choose the optimal

precision for each layer, contingent upon a predetermined efficiency metric [84]. However,

existing approaches primarily focus on the quantization of multiply-accumulate (MAC)

operations in convolution and dense layers. They commonly neglect elementwise operations

such as those in batch normalization layers and activation functions. Our empirical findings

show that this assumption becomes invalid for low-precision models, specifically 4 bits or

below.

Architectural Approaches to Low-precision Models: Several studies have

adopted architectural modifications to enhance the performance of low-precision models.
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Many such modifications involve the integration of modules consisting solely of elementwise

operations, aiming to minimize computational and parameter overhead. For instance, the

channelwise real-valued rescaling of binarized tensors has been proposed as an effective

means to reduce quantization error [130]. This approach incorporates elementwise floating-

point multiplications for each channel. Additional methods, as suggested in [28], advocate

for per-vector quantization, which results in multiple elementwise multiplications per

channel. Studies like FracBNN [178] and PokeBNN [177] include extra Batch Normalization

layers in their predominantly binary models to expedite the training convergence. Moreover,

the use of parameterized activation functions, such as PReLU [59] and DPReLU [177],

has become a standard practice for improving the performance of low-precision models

[104, 103]. All these modifications necessitate elementwise floating-point multiplications

and additions. Moreover, the introduction of skip connections has proven beneficial in

enhancing low-precision model quality. Notably, ReActNet [104] and PokeBNN [177] are

designed with 4 and 3 parallel branches, respectively. Although skip connections only

involve elementwise additions, they contribute to an increased memory access during

inference to store multiple activations increasing the inference cost [78].

Cost Metrics for Efficiency Evaluation: MAC operations have been recognized in

literature as the principal contributors to inference cost of deep learning models. As a result,

efficiency metrics have predominantly focused on these specific operations. The CPU64

metric [103, 104, 102] has been used to gauge the efficiency of mixed-precision neural

networks when running on CPUs. With the growing utilization of specialized machine

learning hardware and accelerators, a newer metric named ACE has been introduced

[177]. ACE, an acronym for Arithmetic Computation Effort, is formulated as the product

of the number of MAC operations and the bitwidth of the two operands involved, which is

directly proportional to the number of active hardware bit-adders required. The Unit-gate

model [181] and FA-count [133] correlate very well with ACE and differ only by a small

constant factor 1. All these metrics do not consider elementwise operations. Thus, in

1They do not account for carry-save format for local accumulator representations typically used in
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Figure 3.1: Arithmetic Energy on 45nm CMOS technology by multiply-accumulate
operations versus non-quantized elementwise operations for MobileNetV2. Energy costs
are calculated using Table 3.1. The figure reveals that elementwise operations are a
substantial contributor to the overall cost in low-precision models.

this chapter, we extend the ACE metric introducing ACEv2, and this extension should

generalize to other metrics as well. All these metrics, including the extended ACE, are

technology node independent.

3.3 Designing Highly Efficient Low-Precision Models

In this section, we identify previously overlooked costs in state-of-the-art (SOTA)

cost metrics. Additionally, we propose extending the Arithmetic Computational Effort

(ACE) metric [177] to provide a more accurate representation of the inference cost of

low-precision models. Subsequently, we assess the impact of various design alternatives

in low-precision models on the cost of inference. Finally, we present PikeLPN – a novel

family of low-precision models.

3.3.1 Cost Metrics for Low Precision Models

The prevalent notion is that multiply-accumulate operations in the convolution and

dense layers are the sole substantial contributors to inference cost in deep learning models

systollic arrays.
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[124, 177, 104]. This viewpoint stems from the observation that for full precision models

the energy cost of those layers is more than 95% of the total model operations as shown

in Figure 3.1. Consequently, commonly used efficiency metrics for quantized neural

networks, such as CPU64 [103, 104, 102] and ACE [177], are tailored to exclusively

account for multiply-accumulate operations in these specified layers. Optimization in

accordance with these metrics drive researchers to prioritize reducing the precision of

multiply-accumulate operations in convolution and dense layers while maintaining high

precision for all other elementwise operations. Moreover, they re-parameterize the models

adding layers that only have elementwise operations to compensate for any accuracy

losses by low-precision quantization [177, 104]. However, our analysis reveals that these

non-quantized elementwise operations substantially contributes to the arithmetic cost

during inference of low-precision models (i.e., 8 bits and lower), thereby challenging the

prevailing assumptions.

Figure 3.1 illustrates the relative contributions of low-precision multiply-accumulate

operations and non-quantized elementwise operations to the total energy consumption

by arithmetic computations at various precisions. The data reveals a notable trend: the

proportion of energy consumed by elementwise operations becomes more significant as

the precision decreases. For example, in binary-quantized models, those non-quantized

elementwise operations account for up to 89% of the total cost. This observation highlights

the limitations of existing metrics in accurately gauging the efficiency of quantized models.

Consequently, we propose ACEv2 which extends the ACE metric [177] to account for

both multiply-accumulate operations as well as elementwise operations. We anticipate

that our comprehensive ACEv2 metric will enable more informed optimization choices

within the research community.
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Table 3.1: Cost under 45nm CMOS technology [168, 64] 2. f(i, j) refers to the formula
used to calculate the ACEv2 cost where i and j are the precisions of the two operands.
ca = 6 and cs = 5. The correlation coefficient between ACEv2 and the independently
measured arithmetic energy consumption is 0.991.

MULTIPLY ADD SHIFT

Energy
ACEv2

Energy
ACEv2

Energy
ACEv2(pJ) (pJ) (pJ)

FP32 3.7 992 0.9 192 - -
FP16 1.1 240 0.4 96 - -

f(i, j) i · j - max(i, j) ca ·max(i, j) -

INT32 3.1 992 0.1 32 0.13 32
INT16 - 240 - 16 0.057 12.8
INT8 0.2 56 0.03 8 0.024 4.8
INT4 - 12 - 4 - 1.6
INT2 - 2 - 2 - 0.4
Binary - - - 1 - -

f(i, j) i · j - max(i, j) max(i, j) i · log2(j)/cs

3.3.2 Introducing ACEv2

ACE has been used to estimate the cost of inference on idealized ML hardware

implemented with CMOS methodology [177]. ACE is defined by its authors as the

number of bitadders (i.e., digital circuit adding 3 bits to form a 2 bit number – carry and

sum) required to perform every multiply-accumulate operation. The authors justify that

definition by showing a high correlation coefficient (i.e., 0.946) between the number of

bitadders and the independently measured energy consumption on 45nm CMOS technology.

While ACE provides a hardware-agnostic method to evaluate the efficiency of quantized

neural networks, it fails to include the elementwise operations which can be the dominating

cost factor in low precision models as shown in Figure 3.1. Moreover, ACE does not

provide a way to estimate the cost of shift operations which are required to implement

non-linear base-2 logarithmic quantization [169, 168]. We propose ACEv2 which improves

ACE by extending it to include elementwise multiplication, elementwise addition, and

shift operations. We establish the ACEv2 formulas for the previously discussed operations

as shown in Table 3.1.

2Energy costs for low-precision operations can be extrapolated linearly for addition and quadratically
for multiplication [24].
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Elementwise Multiplications:

Using established methods for constructing multipliers, such as adder trees proposed

by Wallace and Dadda [159, 27], we calculated the number of adders needed to multiply

an i-bit number by a j-bit number as i · j −max(i, j). This formula exactly matches the

optimal number of adders for 1 <= i, j <= 64. Detailed derivation in Appendix A.

Elementwise Additions:

Fixed-point numbers added using established adders 3 activate an upper bound of

max(i, j) bit adders to add i-bit and j-bit numbers. Floating-point adders additionally

require exponent alignment, significand addition, and normalization steps [134], resulting

in a much higher energy consumption compared to fixed-point adders as shown in Table

3.1. We analyze the operations needed in floating point adders [134] and come to an

ACEv2 cost of 6× the cost of a fixed-point adder. Therefore, we derive ACEv2 for floating

point adders using ca ·max(i, j) with ca = 6. Detailed derivation in Appendix A.

Shift Operations:

A Barrel Shifter is an established method to shift and rotate i-bit numbers by j

locations in modern processors [55]. The barrel shifter is implemented as a cascade of

i log2(j) 2:1 multiplexers. Therefore, we derive ACEv2 for a shift operation as i log2(j)/cs

where cs is the ratio of the cost of a 2:1 multiplexer compared to a full adder. Since a full

adder can be efficiently implemented using five 2:1 multiplexers based on [82], we assign

cs = 5.

To verify the correctness of our ACEv2 metric, Table 3.1 shows a 0.991 correlation

coefficient between the independently measured energy consumption of various arithmetic

units on the 45nm CMOS technology and its ACEv2 cost, a notable improvement compared

to the 0.946 correlation coefficient in ACE [177]. Using those definitions, we estimate a

3While there are many methods for constructing adders, such as Carry Lookahead Adder [122] and
Ripple Carry Adder [6], the particular implementation has a limited effect on the energy use.
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Table 3.2: The contribution of non-quantized Batch Normalization Layers to the overall
ACEv2 cost.

Model
BN Adds BN Mults BN ACEv2
(Million) (Million) (%)

MobileNetV2 (4W, 4A) 6.67 6.67 41.87
ResNet50 (1W, 1A) 10.58 10.58 41.38

more accurate arithmetic cost for any quantized model.

3.3.3 Overlooked Efficiency Bottlenecks

Batch Normalization:

Batch normalization layers, which necessitate elementwise multiplications and addi-

tions, typically retain parameters in floating-point format during deep neural network

quantization to maintain training stability and prevent accuracy loss [177, 104, 127].

Consequently, these operations are performed using floating-point (FP32) arithmetic,

with a single FP32 operation consuming approximately 18× more energy than an INT8

multiplication, as detailed in Table 3.1. Assessing the impact of these non-quantized batch

normalization layers in Table 3.2 reveals that they can account for as much as 42% of the

total ACEv2 cost in various low-precision models. This substantial contribution shows

the importance of considering the cost of these operations and potentially quantizing its

parameters.

Activation Layers:

In recent literature, low-precision models have increasingly replaced ReLU [3] activation

functions with parameterized activation functions such as PReLU [59] and DPReLU [177]

to improve performance and training stability of quantized models [104, 128]. The dynamic

parameterized rectified linear unit (DPReLU), for instance, is defined by the following
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Table 3.3: The cost overhead when replacing a ReLU activation function with non-
quantized parameterized alternatives such as PReLU and DPReLU on a 4-bit MobileNetv2
model.

Activation
Adds Mults ACEv2 Overhead

(Million) (Million) (×109) (%)

ReLU [3] 0 0 20.44 -
PReLU [59] 0 6.1 26.5 +29.6%

DPReLU [177] 6.1 6.1 27.67 +35.3%

piecewise function:

DPReLU(x) =


η(x− α)− β if x− α > 0

γ(x− α)− β otherwise

(3.1)

Here, the parameters η, α, β, and γ are represented in floating-point format. Consequently,

the computation of DPReLU necessitates both elementwise floating-point multiplications

and additions. Our study, detailed in Table 3.3, assesses the impact of these element-

wise operations on the ACEv2 cost. We find that in a 4-bit MobileNetV2 model, the

incorporation of different activation functions — namely ReLU, PReLU, and DPReLU

— significantly influences the cost. Specifically, the use of PReLU and DPReLU, despite

their benefits on accuracy, introduces up to 35% increase in the overall inference cost. This

finding highlights the need to balance the benefits of parameterized activation functions

with their computational demands.

Skip Connections:

Skip connections are regarded as zero-cost operations in terms of arithmetic compu-

tation. Consequently, previous work overused them to improve the model performance

without having any measurable effect on the cost [177, 104, 127]. For instance, ReActNet

[104] incorporated four parallel branches, quadrupling its memory footprint compared

to a single-path model. PokeBNN [177] followed a similar design, incorporating three

parallel branches. However, such branching necessitates the concatenation of feature maps
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Table 3.4: Arithmetic Intensity computed according to Equation (3) for a ResNet-50
model with various number of branches.

Arithmetic Intensity (Ops/Element ↑)
2 Branches 3 Branches 4 Branches

73.5 49.66 36.75

from previous layers, leading to an increase in the amount of data concurrently stored in

memory. That increase the required memory reads and writes which have significant costs.

As an example, in a processor with a 32KB cache designed using 45nm CMOS technology,

moving an 8-bit element from the cache consumes approximately 2.5pJ of energy. This

is about 12× the energy needed for an INT8 multiplication operation, which requires

only around 0.2pJ as shown in Table 3.1. This disparity becomes even more profound

when data must be transfered from DRAM, where the energy requirement balloon to

162.5pJ – 810× higher than the INT8 multiplication [64]. Quantifying this overhead in a

hardware-agnostic manner is challenging since it is influenced by a multitude of factors

including the underlying hardware architecture, memory location, and model size. Yet,

understanding its impact remains crucial to design efficient models. We advocate for the

adoption of Arithmetic Intensity as a practical metric to measure memory reads and writes

during inference [78]. Arithmetic Intensity (AIc) is defined as the ratio of the arithmetic

operations (Mc) to the amount of data, including both Weights (W ) and Activations (A),

required to execute these operations as shown in Equation 3.2.

AIc =
Mc

W + A
(3.2)

Consequently, Arithmetic Intensity serves as an indicator of the amount of memory

reads and writes to perform computational operations. Adding branches lead to a

substantial increase in the amount of data that must be loaded to execute a relatively

small number of operations; hence decreasing the arithmetic intensity as shown in Table

3.4.
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Table 3.5: ACEv2 of a 4-bit MobileNetV2 and a Binary ResNet50 model with various
quantization granularities. The Overhead represents the percentage of cost required by
the extra FP operations due to quantization (i.e. quantization scaling).

Quantization Mults ACEv2 (×109) ↓
Granularity (Million) Total Overhead (%)

MobileNetV2 - < 4W, 4A >

Layerwise [41] 6.67 20.44 32.52%
Channelwise [41] 6.67 20.44 32.52%

Sub-Channelwise [28] 13.35 27.06 48.97%

ResNet50 - < 1W, 1A >

Layerwise [41] 10.63 28.13 32.03%
Channelwise [41] 10.63 28.13 32.03%

Sub-Channelwise [28] 32.75 50.08 63.55%

Quantization Granularity Overhead:

Uniform quantization, a widely adopted technique in SOTA low-precision models [127,

124, 177], transforms discrete integer values, q, into continuous real values, r through the

affine relation

r = S(q − Z) (3.3)

where S is a scale factor. S is a critical component of quantization which is typically

learned as an arbitrary floating-point value during training. In the inference phase, this

necessitates an elementwise multiplication by S, contributing to computational overhead

[74]. Proper scaling is crucial in quantization to mitigate quantization error enabling

quantized models to maintain high accuracy. Quantization granularity dictates the level

at which scaling factors are applied in a model [41]. For example, Layerwise quantization

assigns a single scale factor based on all weights within a layer. Channelwise quantization,

widely adopted in state-of-the-art low-precision models, allocates a unique scaling factor

to each channel, catering to the varying distributions of weights and potentially enhancing

model accuracy. Sub-Channelwise quantization takes this further by assigning several

scaling factors within each channel, allowing for even finer adjustments at the expense

of increased computational cost [28]. All quantization granularities add one or more

elementwise multiplications per channel. Table 3.5 compares the ACEv2 cost of such

25



Figure 3.2: PikeLPN building block architecture.

quantization granularities. In the popular Channelwise quantization, the overhead from

elementwise multiplications is 32% of the total cost.

3.3.4 PikeLPN Architecture

Based on our comprehensive analysis, we introduce PikeLPN, a novel architecture

engineered to mitigate the inefficiencies of SOTA low-precision models. This section

introduces the basic block of our proposed PikeLPN model, explores quantization strategies

for the different layers, and proposes a novel method for quantizing batch normalization

layers without compromising the model’s accuracy.

PikeLPN Basic Block: To engineer an effective low-precision model, we first design the

baseline architecture with building blocks that are inherently efficient. With this principle

in mind, our architecture adopts separable convolutional layers, subdivided into depthwise

and pointwise convolutions, in line with the framework established by MobileNetV1

[65]. Those layers are widely recognized for their computational efficiency and have been

integrated into SOTA efficient ConvNets [144, 154]. Figure 3.2 illustrates the building block

for PikeLPN. To maximize computational efficiency, the used architecture deliberately

26



Table 3.6: Top-1 Accuracy on ImageNet vs ACEv2 cost of PikeLPN using various quantizers
for the Depthwise and Pointwise Layers. PW-Convolution layers contribute to 95% of
the number of multiply-accumulate operations in the model, that is why we lower the
precision of the PW Conv layers to 4 bits while we keep the DW Conv layers at 8-bits.

Pointwise Conv. Depthwise Convs Top-1 ACEv2

Weights Q-Params Weights Q-Params (%) (×109)

Linear-4 Arbitrary Linear-8 Arbitrary 68.50 20.91
Linear-4 PoT Linear-8 PoT 68.41 15.93

PoT-4 - PoT-8 - 64.50 10.05

PoT-4 - Linear-8 Arbitrary 67.60 12.86
PoT-4 - Linear-8 PoT 67.55 10.95

(a) (b)

Figure 3.3: Weights distribution of pre-trained PW and DW Convolution layers in PikeLPN
where (a) Sample Pointwise layer weights (b) Sample Depthwise layer weights.

avoids parameterized activation functions and skip connections that are likely to increase

computational cost as explained in Subsection 3.3.3. Finally, our model uses the first

and last blocks from the MobileNetV1 architecture due to their proven effectiveness and

reliability.

Quantizing Separable Convolution Layers: Linear quantizers results in a set of

equally spaced values since they use affine mapping as shown in Equation 3.3. Non-

uniform quantizers have different constraints. For example, Power-of-two (PoT) [115]

restrict quantization levels to be powers-of-two values. They can be used to increase the

representational density of small values, furthermore, they have the benefit of replacing

the multiplication operations during inference with shifts which are significantly cheaper

as shown in Table 3.1. However, using PoT quantizers for both pointwise (PW) and
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depthwise (DW) convolution operations in the separable convolution block leads to

significant accuracy degradation as shown in the third row of Table 3.6. To get some

insights, we analyze the distribution of the full-precision weights of PikeLPN when pre-

trained on ImageNet. Figures 3.3(a) and 3.3(b) visualize the distributions of a sample

PW and DW weights respectively. Interestingly, the majority of the weights of the PW

layer lie around ±0.1, while the weights in the DW layer are distributed around ±2. This

mismatch in weights distribution across different layers makes low-precision quantization

for the separable convolution blocks challenging because the used values fail to capture

both distributions. To address this problem, we propose using Distribution Heterogeneous

Quantization where the pointwise weights use the more efficient PoT quantizer while

the depthwise weights use a linear quantizer. It is important to note that pointwise

convolutions contribute to 95% of the number of multiply-accumulate operations in

PikeLPN ; hence using the PoT quantizer in pointwise layers only improves the model’s

efficiency by 50% as shown in Table 3.6.

Double Quantization: Quantization requires extra elementwise multiplications by a

floating-point scaling factor which add significant overhead as shown in Table 3.5. While we

can not completely remove the scale factor, we can reduce the overhead from quantization

scale multiplications by quantizing those quantization parameters. We refer to quantizing

the quantization parameters as Double Quantization. We consider using a PoT scale for

the linear depthwise quantizer in PikeLPN which can potentially reduce the elementwise

operation from 3.7mJ to 0.13mJ based on Table 3.1. Our experiments indicates negligible

effect on accuracy when applying Double Quantization as shown in Table 3.6.

Quantizing Batch Norm Layers: Batch normalization layers are used in most modern

deep learning models to stabilize the training and improve their performance [72]. Batch

normalization is computed as follows:

batchnorm(x) =
(x− µ) ∗ γ√

σ2 + ϵ
+ β (3.4)

28



0 100 200 300 400 500
Training Iterations

0

20

40

60
Va

lid
at

io
n 

To
p-

1 
(%

)

FP32 BN
8-bit Vanilla BN

8-bit QuantNorm (Ours)
Folded BN

0 100 200 300 400 500
Training Iterations

0

20

40

60

Tr
ai

ni
ng

 To
p-

1 
(%

)

FP32 BN
8-bit Vanilla BN

8-bit QuantNorm (Ours)
Folded BN

Figure 3.4: Validation (Top) and Training (Bottom) Top-1 Accuracy during QAT of
PikeLPN-1× on ImageNet for different Batch Norm Quantization techniques.

Where x is the input feature map and the batch norm parameters µ, γ, σ, β are represented

as floating-point values. To avoid performing floating point multiplications and additions,

those parameters need to be quantized as follows:

Qbatchnorm(x) =
(x−Q(µ)) ∗Q(γ)√

Q(σ)2 + ϵ
+Q(β) (3.5)

Computation folding is a commonly used approach to reduce the overhead of batch

normalization operations in quantized models (i.e., mainly in 8 bit models) [74]. However,

the batch normalization parameters (i.e., µ, γ, σ, and β) have to be quantized to the same

precision of the preceding convolution layers to enable folding. Doing that in low-precision

models (i.e., 4 bits or lower) leads to a significant loss in accuracy as shown in Figure

3.4. That is why previous low-precision model research [177, 124, 127] excluded batch

normalization layers from the quantization process, where they keep the batch norm

29



0 100 200 300 400 500
Training Iterations

66

68

70

72
Tr

ai
ni

ng
 To

p-
1 

(%
)

FP32 BN
8-bit Vanilla BN

8-bit QuantNorm (Ours)

0 100 200 300 400 500
Training Iterations

60.0

62.5

65.0

67.5

Va
lid

at
io

n 
To

p-
1 

(%
)

FP32 BN
8-bit Vanilla BN

8-bit QuantNorm (Ours)

Figure 3.5: Validation (Top) and Training (Bottom) Top-1 Accuracy during QAT of
PikeLPN-2× on ImageNet for different Batch Norm Quantization techniques.

parameters as floating point numbers. However, as we showed earlier in Table 3.2, the

non-quantized batch normalization operations can add up to 40% overhead to the model’s

ACEv2 cost.

Another solution is to quantize the batch normalization parameters at a higher precision.

Figure 3.4 shows the validation accuracy curve during training when batch normalization

parameters are represented as INT8 values (denoted as 8-bit Vanilla BN ). Although

the accuracy is better than the folded batch norm, we can still notice some degradation

in accuracy compared to non-quantized batch norm layers. To minimize the accuracy

loss, we propose a novel QuantNorm layer. In our QuantNorm layer, we re-write the

batch norm quantization operation as shown in Equation 3.6 where we first multiply by a

quantized scale s, then add a quantized bias b. s is represented as the quantized division

between the γ and σ parameters as shown in Equation 3.7. Using QuantNorm helps reduce
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Table 3.7: Comparison of PikeLPN variants’ training parameters, with dropout rates
calibrated to mitigate overfitting. Each model’s training duration and learning rate
strategy are customized according to its complexity. They are initialized with weights
from an floating point PikeLPN model, employing a consistent learning rate of 10−12

during the tail period to enhance stability and validation accuracy, crucial for smaller
models.

PikeLPN Size 1× 2× 3× 6×
ACEv2 (×109) 8.68 15.74 33.97 59.10

Channel Multiplier 1.0 1.0 1.5 2.0

Activation precision (6, 1, 1) (8, 7, 1) (8, 7, 1) (8, 7, 1)

(int bits, frac bits, sign bit)

Removal of BN layers Yes No No No

between depthwise and

pointwise convolutions

Constant learning rate 300 300 20 50

tail period (epochs)

Training epochs 500 1500 1000 1000

Dropout rate 1e-3 1e-3 0.5 0.7

quantization error by allowing high precision division in the scale s computation during

training. As shown in Figures 3.4 and 3.5, our QuantNorm layer maintains close-to-FP

accuracy without any extra costs compared to vanilla quantization for batch norm layer.

After training, we pre-compute s to avoid high precision division during inference.

Qbatchnorm(x)improved = x ∗ s− b (3.6)

s = Q(
γ√

σ2 + ϵ
) (3.7)

b = Q(β)−Q(µ) ∗ s (3.8)

Model Scaling: To generate a Pareto family of models, we scale the number of output

channels as practiced in the MobileNetV1 model [65]. We also scale the precision of the

input activation to the pointwise convolution layers in the PikeLPN block. We present
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four versions of PikeLPN arachitecture: PikeLPN-1×, 2×, 3×, and 6×. The details for

each model are described in Table 3.7. For nomenclature, the scale factor represents the

ACEv2 cost of the scaled model compared to that of the smallest model. For example,

PikeLPN-3× has approximately 3 times the ACEv2 cost of PikeLPN-1×.

3.4 Experiments

3.4.1 Implementation and Training

All models are implemented using QKeras [25], then we performed Quantization-aware

training (QAT) [74]. We train and evaluate the PikeLPN family of models on the

ILSVRC12 ImageNet classification dataset [30]. To train our low-precision models, we

follow a multi-phase training approach. We first train the full-precision model, then we

quantize the model as explained previously in Subsection 3.3.4, and train for another

500 epochs. All Models are trained with an effective batch size of 256 using an AdamW

optimizer and a Cosine Decay schedule. We use label smoothing regularization with

cross-entropy loss and a smoothing factor of 0.1 for all models. The initial learning rate

is 1e− 4 and annealed using a cosine schedule to 1e− 12. Detailed training parameters

are shown in Table 3.7. We use standard augmentation techniques like resizing, cropping,

and flipping. At test time, all PikeLPN models are evaluated on images of resolution

224× 224.

3.4.2 Results

To evaluate the accuracy-efficiency trade-off by PikeLPN, we compare its performance

to state-of-the-art low-precision models. Figures 3.6 and 3.7 show that PikeLPN establishes

the SOTA Pareto frontier for low-precision and binary models in terms of arithmetic

energy consumption and ACEv2 cost respectively. Table 7.3 compares PikeLPN to SOTA

low-precision models in terms of Top-1 Accuracy on ImageNet, Energy consumption
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Figure 3.6: Accuracy vs ACEv2 of PikeLPN and SOTA low-precision neural networks.
ACEv2 is an efficiency metric that estimates the cost of arithmetic operations during
inference.

in millijoules, ACEv2, and Arithmetic Intensity. We clearly see how the elementwise

operations dominate (i.e., 31 up to 93%) the ACEv2 cost for other low-precision models.

On the other hand, PikeLPN carefully quantizes the elementwise operations reducing their

contribution to the total energy consumption to less than 5%. Additionally, PikeLPN-1× is

1.5× more efficient in terms of both ACEv2 and arithmetic energy consumption compared

to MobiNet [127] (i.e., A binary version of MobileNetV1 with added skip connections)

while achieving 13.2% higher Top-1 Accuracy on ImageNet. Moreover, PikeLPN-3×

achieves 1.5% higher Top-1 accuracy than PokeBNN-0.75× [177] (i.e., A binary ResNet-50

with parameterized activation functions) while being 35% more efficient. In terms of

arithmetic intensity, PikeLPN shows a much higher arithmetic intensity when compared

to other low-precision models, this is mainly due to the absence of any skip connections.

As mentioned earlier in Section 3.3.3, high arithmetic intensity is advantageous as it

suggests a greater proportion of computational operations per data element, which can

lead to reducing the memory reads and writes by the model; hence reducing the overall

energy consumption during inference.
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Moreover, to highlight the efficiency improvements in PikeLPN, Figure 3.8 illustrates

the contribution of MAC versus elementwise operations to ACEv2 for PikeLPN-1× and

PokeBNN-0.5× [177]. Since, PokeBNN-0.5× quantize the convolution layers to 1-bit

reducing the cost of multiply-accumulate (MAC) operations, it shifts the energy burden

to the elementwise operations within these remaining high-precision layers. Although

there are fewer of these elementwise operations, they use more energy because they are

still in high precision.
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Figure 3.8: Contribution of multiply-accumulate (MAC) versus elementwise operations
to the efficiency metric ACEv2 for PikeLPN-1X and PokeBNN-0.5X [177]. PikeLPN
selectively increases the precision of MAC operations which allows for effectively quantizing
elementwise operations, achieving 3× more efficiency while being 2% more accurate on
ImageNet.
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3.5 Conclusion

Our investigation into SOTA low-precision models uncovered overlooked efficiency

bottlenecks, particularly noting that operations traditionally considered negligible—such

as elementwise operations in activation functions, batch normalization, and quantization

scaling can contribute up to 90% of the inference cost. Addressing these challenges, we

proposed ACEv2 which extends the efficiency metric ACE to better reflect the inference

cost of low-precision models. Moreover, we introduced PikeLPN, a novel family of models

that quantizes both elementwise and multiply-accumulate operations. Specifically, we

propose (a) a novel QuantNorm layer for effective batch normalization quantization,

(b) Double Quantization where quantization parameters are also quantized, and (c)

Distribution-Heterogeneous Quantization for Separable Convolution layers to tackle their

distribution mismatch problem. PikeLPN achieves up to a threefold reduction in inference

cost over existing low-precision models while improving the Top-1 accuracy in ImageNet

dataset.
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CHAPTER 4

Efficient Training

4.1 Introduction

Over the past decade, deep learning has achieved unprecedented successes in various

domains. Researchers have realized the benefits of deploying deep learning models on edge

devices; therefore, they started to develop techniques to make them more resource efficient

[51]. However, only deploying the pre-trained models on edge devices is not sufficient.

Edge devices are continuously collecting rich and sensitive data. This new data can be

used to fine-tune those models which would significantly improve their performance and

their adaptive capability to new environments.

A prime example for on-device learning is model personalization. With advances in

digital services, large tech companies strive to make their services as unique to each

of their users as possible. For example, personal assistants such as Siri (Apple), Alexa

(Amazon), Cortana (Microsoft), and Google Assistant recognize the voice and the accent

of their owner, and learn to not recognize other voices after their initial setup. Human

activity recognition [94], health applications [141] and smart home appliances [81] also

demand model personalization to improve user satisfaction. Model personalization defeats

the purposes of generalizability, which is the primary metric for the performance of deep
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Figure 4.1: Memory Footprint. (a) Training Memory Footprint at Batch Size 32. (b)
Memory Footprint Components for MobileNet-v2, ResNet-50, and Resnet-101 with Batch
Size 16. (c) Memory footprint using different batch sizes for ResNet-50.

learning models. Training on the edge not only makes model personalization more feasible,

but also keeps data private and safe.

Current approaches send the data to cloud servers in order to execute training epochs to

fine-tune the models. After that, updated versions of the models are deployed on the edge

devices. However, this approach risks the privacy of the data which could be sensitive, such

as medical data that are protected by HIPAA regulations [156]. Moreover, continuously

syncing data requires a huge network bandwidth. For example, traffic surveillance cameras

deployed at every street intersection in a city would require sending gigabytes of data to

the cloud everyday, which is extremely expensive. Furthermore, it can be even unfeasible

due to weak or limited internet connection as it is the case in remote agricultural lands

[90], or even in space exploration missions (e.g. Mars Rovers) [137, 157]. That is the

reason why on-device learning is essential to push the limits of edge capabilities.

On-device learning is significantly challenging due to the energy, compute, and memory

constraints on the edge devices. Some work has started exploring training on the edge

[51, 97]. Memory footprint is one of the main challenges for training on the edge. Figure

4.1-a shows the memory required for training some of the modern computer vision models.

We observe that even the memory of a Jetson Nano board is insufficient for training an

average state-of-the-art model [142]. During training, memory has three main components:

(i) the model parameters, (ii) the activations for each layer computed during the forward
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pass, and (iii) the gradients computed during the backward pass. In Figure 4.1-(b), we

see that the memory for activations is the dominant factor. In addition, the memory

footprint increases significantly as the batch size increases as shown in Figure 4.1-(c).

However, little work has been devoted in optimizing the activations memory with respect

to the amount of work invested in optimizing the parameters memory. The main reason

is that model optimization has been the main use case for deploying models for inference

on the edge devices. To solve this problem, [89] proposed retraining the fully connected

layers only, while Cai et. al. [17] suggest training the biases and the fully connected

layers only, while freezing all the weights. In other words, the idea is to not save the

activations because they are only needed to compute the weights gradients, which is

partially discarded in their proposals. However, this limits the network’s capacity to learn

from the new data, and reduces the accuracy gains from retraining. Having the flexibility

to tune all the weights of a model maximizes the benefits of on-device learning.

Other researchers have explored general techniques to reduce the memory footprint of

training regardless of the used hardware. Model parameters can be sparsified throughout

training, which reduces the number of model parameters and gradients, leaving the

activations memory unaffected [118]. Using half precision [113] and reducing the batch

size [70] have a direct impact on reducing the memory footprint of training, and improve

parallelization. However, these techniques introduce a toll on the accuracy of the pre-

trained models. Furthermore, checkpointing reduces the memory footprint during training

by only storing the activations of a subset of layers, and recomputing the needed layers again

during backpropagation [21]. This provides a trade-off between the memory footprint and

the number of floating-point operations (FLOPs). Nonetheless, this method is targetted

towards training deeper models on server-scale GPUs.

In this work, our goal is to reduce the memory footprint of model training on the edge

without affecting the accuracy. The rationale is that we opt for training on the edge to

improve the accuracy of the already trained models, while complying with constraints
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(e.g. data privacy, cloud connectivity, bandwidth). That raises a fundamental question

“How much memory is needed for training?”, and more specifically “How much memory is

needed to store the activations?”. By analyzing the activations, we found that activations

by nature are sparse. More than 70% of the stored activations are zeros due to ReLU

non-linearity which is used in most neural network models. We leverage this observation

to make on-device learning more feasible.

In BitTrain, we propose to detach the activation storage from their involvement in

computations. This allows us to compress the activations for later use during the backward

pass. We also introduce activations pruning which can further increase the memory savings

while producing a memory accuracy trade-off. Our contributions can be summarized as

follows:

• In modern deep learning frameworks, we detach the activations storage from the

Tensor representation in computation graphs1, allowing us to address the memory

footprint issues of neural network activations.

• We present BitTrain, a novel Bitmap Sparse Compression method to efficiently store

the activations with negligible computational overhead, and with no change to the

underlying computation graph. By construction, our compression is safe and has no

negative impact on the model accuracy.

• We analyze the theoretical and empirical memory reduction by using our method.

Experimental results show that we can achieve up to 34% memory saving at a

sparsity level of 50% per convolution activation. Combining our method with

existing work that increase sparsity, we can achieve up to 56% memory saving at a

sparsity level of 75%.

• Since BitTrain is orthogonal to existing methods, we study the effect of combining

our method with existing techniques, namely: low-precision training, activation

1Computation graphs are how modern deep learning frameworks represent neural networks for both
training and inference.
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pruning, and checkpointing. Then, we discuss how each combination affects the

amount of memory required for training.

The rest of the chapter is organized as follows. In Section 4.2, we give a brief background

on the most common sparse data formats in literature. Then, we present our methodology

for reducing the memory footprint in Section 4.3. In Section 4.4, we present a detailed

theoretical and empirical analysis of our method. Moreover, we investigate the gains from

combining our method with existing techniques. Finally, we conclude our study in Section

4.5.

4.2 Background

Sparse Data Formats. For highly sparse matrices, storing the non-zero elements

and their indices is more efficient than storing all the values in a dense format. The

most popular format is the Coordinate list format (COO). It stores each non-zero value

(floating-point) along with its n-dimensional indices (fixed-point). Modern deep learning

frameworks offer efficient implementations for the COO format. However, this format is

optimized for reducing the number of matrix operations, and is only memory-efficient

if the matrix has a high sparsity ratio (i.e., 80%); otherwise, the dense format would

consume less memory.

4.3 Leveraging Sparsity for Memory-Efficient Train-

ing

Deep Learning frameworks represent activations for Convolutional Neural Networks as

four-dimensional matrices. In modern deep learning frameworks, they are represented in

a dense matrix format of dimensions (batch size, num channels, height, width) where

batch size is the batch size used during either training or testing, num channels is the
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Figure 4.2: Activations Memory footprint for different layers in ResNet-50 and AlexNet.

number of channels at any given layer, height and width are the height and the width

of the activation maps respectively. The goal of BitTrain is to reduce the total memory

footprint required for training a model. In the following, we derive the foundations of our

method and describe the implementation details.

4.3.1 Activation Sparsity in Neural Networks

Exploiting Sparsity. In the modern deep learning frameworks (i.e. PyTorch and

TensorFlow), the input activation for each layer is stored during the forward pass, then

those activations are used for calculating the gradients during the backward pass. Storing

the activations for all the layers creates a huge memory footprint during the training

process as illustrated earlier in Figure 4.1b. However, most of modern deep learning

models use the rectified linear activation function (ReLU) [3]. Using ReLU activation

functions results in sparse activations in the successive layers. We can leverage this sparsity

to compress the activations, and hence reduce the memory footprint for training.

In Figure 4.2, we analyze the contribution of the activations of various layers types

(e.g. Convolution, Batch Normalization, Max Pooling) to the memory footprint, as well

as the average activation sparsity for those layer types throughout the whole models.

Figures 4.2a and 4.2b shows that the memory used to store the activations of the different

layers types in ResNet-50 and AlexNet respectively. For ResNet-50, we notice that the
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memory used to store the convolution and the batch normalization activations dominates

the memory used by the other layers. While for AlexNet, the convolution and the max

pooling layers activations dominate the memory. That means that we should direct our

efforts towards reducing the memory used to store the activations of those three layers

(convolution, batch normalization, max pooling).

From Figure 4.2, we can also notice that the activations sparsity is relatively high

for the convolution and the max pooling layers. However, it is not a surprise that the

activations sparsity for the batch normalization layer is very low. That means that using

a sparse representation for the batch normalization activations will not offer any reduction

in the memory footprint. To overcome this problem, we apply the double mask batch

normalization introduced by Lieu et al. [97]. The idea is to use the sparse pattern of the

the inputs to the normalization layer as a mask to apply for its outputs. In other words,

it propagates sparsity through the batch normalization layer and helps our method reduce

more memory.

Moreover, we analyze the activation values throughout the whole network. Figure

4.3 shows a histogram of the activation values for all the layers of a pre-trained ResNet

model. We notice that more that 70% of the activations are close to zero. This implies
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that we can neglect storing those activations (i.e. we can assume that they are zeros),

and hence increase the activations sparsity which would further increase the gain from

our compression methodology.

Memory vs. Matrix Operations. In server-grade model training, a large GPU

memory can accommodate model parameters as well as activations calculated during the

forward pass. On edge devices, memory is not only a scarce resource, but may also be

shared between the main CPU and the GPU (if exists). For example, the Nvidia Jetson

Nano board houses an ARM Cortex-A57 MPCore processor that shares a 4GB memory

with a Maxwell-based GPU that performs up to 4 floating-point operations per clock cycle

[7]. External memory access has an interrupt latency of at least 200 clock cycles assuming

zero wait state [167] – a figure that is empirically higher depending on the system load

and the cache status. Due to the limited memory available, convolution activations from

earlier layers will be offloaded to disk (using virtual memory pages), since they are the

least recently used. If no swap memory is available, the training process will be killed by

the operating system.

Building on the research done on checkpointing (where activations are not saved at all;

instead re-calculated), we propose to trade expensive matrix multiplications for cheaper

memory operations. This trade-off is analogous to Memoization in algorithmic contexts

[9]. In essence, we take advantage of sparsity and save input activations in a compressed

format that leaves more memory for the following dense operations to be performed.

Although the compression and decompression processes add operations to the training

loop, they save the disk access time resulting from memory swapping.

4.3.2 Sparse Bitmap Format

Computation Graphs. Modern deep learning frameworks (e.g. Tensorflow [1] and

PyTorch [126]) have offered an adequate level of abstraction for training deep learning

models. A developer can now imperatively describe the architecture of their neural
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network, and the framework takes care of the compiling code to lower-level constructs

that work efficiently with different hardware interfaces (especially GPUs). To make this

happen seamlessly, these framework construct a computation graph that can be used to

track and execute the necessary elements of the backpropagation algorithm (in a process

called auto-differentiation [125]). The computation graph can be either static or dynamic.

In a static computation graph, the neural network is constructed once in the beginning,

and then gets attached to a training session. In this case, memory occupied by the sizes

of its tensors (i.e. matrices) is reserved in the beginning. On the other hand, dynamic

computation graphs get built dynamically, reserving memory for tensors immediately

after declaring them, and releasing them when they go out of scope. This distinction

is important in our work, since there is no memory management APIs offered by these

frameworks in their Python interfaces. Optimizing memory has to be implemented at the

lower level (using C++), which we describe later in Section 4.4.

Bitmap Format. As discussed in Section 4.2, there is a plethora of sparse matrix

representation formats. These formats are mainly designed for both storage and operations.

In other words, mathematical operations such as multiplication, division, and inverse

are defined and computationally efficient. We adopt a bitmap format that is optimal

for storage as shown in Figure 4.4. During the forward pass, input activations for a
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Algorithm 1 Dense to Bitmap Matrix Compression
Input :Dense Activation Matrix (T )
Output :Bitmap Matrix (B)
B.shape = T .shape // deep copy
Flatten T
for i in 0, .., length(T ) do

if T [i] == 0 then
Push 0 bit to B.bitmap

else
Push T [i] to B.values
Push 1 bit to B.bitmap

end

end
delete T // free dense memory

given layer is compressed into: (i) a vector containing the non-zero elements, and (ii) a

bitmap that sets a bit to 1 at the indices of the non-zero elements. In the backward pass,

these activations are decompressed in order to calculate the gradients with respect to

the activations as part of the backpropagation algorithm. The bitmap format represents

the minimum perceivable memory required to store the information in a matrix; that

is non-zero elements (represented as half-, single- or double-precision) and a single bit

for each element index. We denote the memory footprint as Md and Mb for stashing

activations in a dense format and bitmap format respectively. For single-precision (FP32),

the memory footprint (in bytes) would be calculated as:

Md = 4× total activations

Mb = 4× non-zero activations + (1/8) × total activations

We also compare the bitmap format with the COO format, which represents indices as

either integers (4 bytes) or longs (8 bytes). We denote the memory footprint (in bytes) of

the COO format as Mc, and it can be calculated as:

Mc = (4 + [4|8]× num-dimensions )× non-zero activations

where 4 is the size of single-precision for saving the activation values, and [4|8] are the sizes

for either integer or long indices. For example, PyTorch and Tensorflow use long indices

by default in their COO implementations. Figure 4.5 shows that the COO format is only
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Algorithm 2 Bitmap to Dense Matrix Decompression
Input :Bitmap Matrix (B)
Output :Dense Activation Matrix (T )
Construct 1-dimensional T ; initialize j = 0
for i in 0, .., length(B).bitmap do

if B.bitmap[i] is set then
Push B.values[j] to T ; increment j

else
Push 0.0 to T // half-, single- or double-precision

end

end
reshape T to B.shape
delete B // free bitmap memory

efficient if the activations have a sparsity of at least 80% ( 20% non-zero activations).

We observe that the dense representation consistently maintains a low memory footprint.

However, the proposed sparse bitmap format can reduce the memory footprint even if

the activations matrix has low sparsity. Unlike other sparse matrix formats, the sparse

bitmap format is used for stashing the activations until they are needed in the backward

pass, and not for directly operating on them (e.g. multiplication).

4.3.3 Sparse Bitmap Compression Algorithm

In order to achieve empirical memory reductions, our algorithm avoids copying matrices

in function calls. Compressing a dense matrix to a bitmap matrix is outlined in Algorithm

1. We first start by keeping a copy of the shape (dimension sizes) of the original matrix.

Operating on a vector is also necessary to avoid complex index resolution operations, so

we flatten the dense matrix. This is an in-place operation that does not move values

to different memory locations. Lines 3 to 10 scans the vector, constructing the bitmap

and stashing the non-zero elements. Finally, line 11 frees the memory used by the dense

matrix to be used in the subsequent layers. Algorithm 2 performs the opposite operation

in the backward pass. In particular, it maps the non-zero elements to a dense vector

matching the bitmap, and then reshapes the data (in-place) according to the previously

saved shape.
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Figure 4.5: Memory footprint of our proposed bitmap format as compared to other sparse
matrices.

Note that both algorithms are linear runtime. They take O(n) time, where n is the

total number of activations in a matrix. In the next section, we provide additional

implementation details for a modern deep learning framework.

4.4 Experiments

Our experimental analysis tests the hypothesis of memory reduction using the sparse

bitmap format both theoretically and empirically. First, we analyze the memory footprint

reduction in state-of-the-art CNN-based architectures using both ImageNet [31] and

CIFAR 10 [86] image datasets. Afterwards, we study the compound reduction in training

memory footprint when combining BitTrain with other orthogonal training methods such

as low precision training, activation pruning, and checkpointing. Finally, we present our

own implementation of BitTrain, and analyze the on-board memory footprint reduction

as well as the runtime overhead.

Setup. In our experiments, we use PyTorch version 1.7, and in the C++ implementa-
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Figure 4.6: Activations Memory footprint for training different classification models on
(a) ImageNet (b) Cifar10.

tion, we use libtorch version 1.7. We use Clang version 10.0.0 as the compiler, and compile

using C++14 standards. Empirical memory footprint measurements are performed on

Nvidia Jetson Nano board that has 4GB of memory. More details on the implementation

and memory measurements is provided below.

Classification Models. Our sparse bitmap format reduces the memory footprint

for storing activations with high sparsity as previously illustrated in Figure 4.5. To

access the overall impact of using our proposed methodology on the memory footprint

during training, we choose 8 state-of-the-art classification models that vary in size and

complexity. We analyze the training memory footprint of those models for two different

classification datasets: CIFAR-10 (Input resolution is 32 × 32), and ImageNet (Input

resolution is 224× 224). Figure 4.6 shows the memory footprint of BitTrain in comparison

to classical training (referred to as Dense). Figures 4.6a and 4.6b represent training

different classification models on ImageNet, and CIFAR-10 respectively. The results show

that BitTrain reduces the memory footprint by up to 56%, this improvement is achieved

by leveraging the activations sparsity that are naturally found in those models. We can

notice that the improvements tends to be higher for VGG-16, SqueezeNet, and GoogleNet.

The reason is that those models tend to have higher sparsity percentages because they
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do not have any batch normalization layers. In the following Section, we propose using

activations pruning to increase the activations sparsity, and hence maximize the memory

footprint reduction that could be achieved by our sparse bitmap compression technique.

Combining BitTrain with Low Precision. Neural network parameters are typically

represented in single-precision (FP32) [IEEE 32-bit]. Using half-precision (FP16) [IEEE

16-bit] has shown to be sufficient for the general case of training neural network as discussed

in Section 4.2. It reduces the memory footprint of all components (model parameters,

activations, and optimizer gradients). Low precision training is supported in modern

deep learning frameworks, and is as straightforward as specifying the float16 data type

for all parameters and model inputs. Figure 4.7 shows the memory footprint reduction

that can be achieved when combining our bitmap format for saving the activations with

half-precision arithmetic. We observe that combining using half-precision activation values

with our sparse bitmap compression offers a 55-75% saving in the memory required for

storing the activations when compared to the dense full-precision baseline. This means

that using our proposed technique achieves up to an additional 25% when used with

half-precision than using half-precision alone. As for the accuracy, Sohoni et al. [136]

show that training with half-precision does not meaningfully affect the final accuracy. It is

important to note that half-precision requires native hardware support in order to achieve

empirical results [106].

Combining BitTrain with Activation Pruning. As illustrated in Figure 4.3,

more than 70% of the activations have values that are close to zero. This means that

70% of the activations are not effective during the training process. We leverage this

fact to further increase the activations sparsity which would further improve the memory

footprint when using our sparse bitmap compression. In our implementation, we only

store the activations that exceed a certain pre-defined close-to-zero threshold. However, if

the activation value is less than the threshold, we prune this value (i.e. set it to zero). In

Figure 4.8, we analyze the effect of using activation pruning along with BitTrain on the
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Figure 4.7: Activations Memory footprint for training on ImageNet when using half-
precision (FP16) for storing the activations.

training memory footprint. Figures 4.8a and 4.8b show the training memory footprint for

five different models on ImageNet, and CIFAR-10 respectively. We analyze the memory

savings using different activation pruning thresholds (0, 0.01, 0.05, 0.1). The results

shows that memory footprint reduction increases as the activation pruning threshold

increases. This is expected because increasing the activation pruning threshold increases

the percentage on zero elements in the model, which maximizes the gains from using our

sparse bitmap compression technique. We can notice that the gains from using activation

pruning varies from one model to another depending on the percentage of close-to-zero

activations in the model. For example, using activation pruning with ResNet-50 and

ResNet-101 achieves up to an additional 49% reduction in memory footprint, while it

provide insignificant memory footprint reduction when applied to GoogleNet.

We also analyze the accuracy of using BitTrain along with the activation pruning on

CIFAR-10 in Figure 4.9. We can see that the accuracy drop varies between different

models. The accuracy drop depends on the significance of the pruned values, and how

the model training adapts to the pruning. This creates a memory-accuracy trade-off. For

some models like ResNet-50, it might be worth it to trade a negligible loss in accuracy for
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up to a 49% reduction in the memory footprint. However, it might not be worth it for

models like GoogleNet, where using the activation pruning achieves a modest reduction in

the memory footprint.

Combining BitTrain with Checkpointing. Checkpointing is used in literature

to trade computations for memory. The idea is to only store some of the intermediate

activations, and re-compute the others during backpropagation. In this section, we

implement the checkpointing algorithm, then combine it with BitTrain to analyze the
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Figure 4.10: Memory footprint reduction for the activations when using checkpointing for
partial storage of the activations for MobileNet-V2 when trained on ImageNet.

compound memory savings. We implement the checkpoint-every-m checkpointing strategy

as it is the commonly-used approach for checkpointing [136]. In the checkpoint-every-m

strategy, the input activations of every m layers are stored during the forward pass. For

example, assume that we have a simple feedforward model with m × n layers. During

the forward pass, we store the activations for one layer every m layers. This divides the

model into n segments, where each segment has one layer with stored input activation

(i.e., we store the input activations for n layers). During the backward pass, we recompute

the activations of all the layers for each segment, and we store them temporarily in

order to compute gradients with respect to the layers within the segment. After this,

we discard the temporarily stored activations and proceed to the next segment. We

combine the checkpoint-every-m checkpointing strategy with BitTrain, and analyze the

compound effect on the memory footprint as shown in Figure 4.10. Using our sparse

bitmap compression, we can achieve up to an extra 25% reduction in memory footprint

compared to checkpointing alone.

Implementation Details. High-level languages used in the deep learning frameworks

do not provide fine-grained memory management APIs. For example, Python depends on

garbage collection techniques the frees up memory of a given object (i.e. tensor or matrix)

when there is no references to it [151]. This leaves very little room to the developer in
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controlling how tensors are stored in memory. Moreover, all data types in Python are

of type PyObject, which means that numbers, characters, strings, and bytes are actually

Python objects that consumes more memory for object metadata in order to be tracked by

the garbage collector. In other words, defining bits or bytes and expecting to get accurate

memory measurements is infeasible. Therefore, we implemented BitTrain in C++, using

bitset and vector data types from the C++ standard library for storing the bitmap and

the non-zero activations respectively. Our implementation extends libtorch’s C++ API

[126], by defining a tensor that inherits from the default tensor implementation. We chose

libtorch because its tensor definition separates the tensor storage from its definition in

the computation graph, allowing us to implement Algorithms 1 and 2. Furthermore, it

allows our tensor to integrate natively to its dynamic computation graph.

Measuring Memory Footprint. Advances in memory hierarchies (i.e., cache,

memory, virtual memory) has made it challenging to measure the exact memory consumed

by training a neural network. In addition, deep learning frameworks heavily depend on

shared libraries on the host system that can be used by other processes. In BitTrain, we

measure the memory footprint using the Unique Set Size (USS) of the running process.

USS is the memory that is unique to the process and which would be freed if the process

was to be terminated at the moment of measurement. On Linux, we calculate this value

by parsing all the private blocks in /proc/pid/smaps. We note that previous methods

described in [17, 97, 118] do not provide implementations, and do not measure the actual

memory footprint. Rather, they only present approximate calculations from the PyTorch

APIs. Since BitTrain is mainly focusing on edge devices, we show how the implementation

is compared to the theoretical estimations.

Activations Memory Reduction. Table 4.1 shows the memory reduction per

convolution activations as compared to the calculated results. Although a batch size

of 32 is more stable for training [135], we chose a batch size of 16 as a more realistic

benchmark for training on the edge. We tested our compression against convolutional
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Figure 4.11: On-board (Jetson Nano) memory reduction as a function of the activation
size and sparsity level (implementation using libtorch C++ API).

layer sizes (number of channels, width and height of activation maps) in ResNet, which can

be representative of many convolution layer sizes in the literature. First, we observe that

while the empirical gain deviates from the theoretical calculations, the implementation

is still efficient at different sparsity levels. For example, at 50% sparsity, our method

achieves up to 34% memory reduction. According to Figure 4.3 in Section 4.3, sparsity

can be expected to be more than 70%. In this case, we save activations memory by up to

56% depending on the size of the activations.

Moreover, we analyzed how the bitmap format scales with the increasing number

of activations. Figure 4.11 shows that it scales sub-linearly as compared to the saving

activations in a dense format. We observe that memory savings is proportional to the

number of activations and the sparsity level. This proves that BitTrain is a step towards

to enabling training modern convolutional neural networks on edge devices.
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Figure 4.12: On-board (Jetson Nano) runtime reduction of bitmap compres-
sion/decompression vs. recalculating activations (checkpointing) at 50% sparsity.

Runtime. We analyzed the runtime savings that the memory operations (from

bitmap compression and decompression) offer when compared to the expensive matrix

multiplication operations for one layer convolution. Figure 4.12 shows that the bitmap

compression saves up to 31% of runtime at the activation size of over 48m elements. While

memory operations are slower than floating-point operations (in terms of clock cycles),

in the edge training use case, we find that it is indeed faster to perform pure memory

operations than floating-point calculations due to the fact that memory is the constraint.

This is also desirable as it would reduce the total power consumed by the training.

Therefore, our bitmap compression/decompression method is even more compute-efficient.

Summary. Using sparse bitmap compression is an efficient way to reduce the memory

footprint for training deep learning models on the edge, with 18-53% overall training

memory reduction of well-established image classification models. We have shown that

memory reduction can indeed be measured empirically, achieving up to 34% memory

reduction in storing convolution activations at a sparsity level of 50% (resulting from ReLU

activations). Our method is orthogonal to existing methods in the literature, and further

pushes down the memory footprint. For example, pruning increases sparsity to more than
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75%, which can save up to 56% of the activations memory footprint, with negligible effect

on the accuracy. Furthermore, low-precision can also double down memory consumption

with up to 55-75% reduction. In addition, using bitmap compression for saving the

activation outperforms classic checkpointing by eliminating the need for reproducing

expensive matrix operations.

4.5 Conclusion

We propose BitTrain – a Sparse Bitmap Compression technique for memory-efficient

training on the edge. Unlike previous methods that focus on saving memory to train deeper

models on server-grade infrastructure, BitTrain directly optimizes the training memory

footprint by addressing the most critical component of it – activations memory. We

exploit activations sparsity and save them in a compressed format that scales sub-linearly

with the total number of activations. BitTrain reduces the training memory footprint

with no effect on the accuracy. Extensive experiments on benchmark datasets show that

our method is orthogonal to existing work, and can be efficiently combined with them.

BitTrain is a step further for efficient learning on the edge.

BitTrain is a first step towards enabling a new frontier in edge intelligence capabilities.

In the future, BitTrain can be extended to further enable on-device learning. First, the

compression and decompression processed can be integrated into the autograd libraries of

the modern deep learning frameworks. The idea is to provide a seamless implementation

similar to the checkpointing API. Second, defining native matrix operations on the bitmap

format would make it more convenient for transfer learning on the edge. This will push the

frontier of special hardware support for model “adapting” pre-trained models to new data

locally on constrained devices. Third, combining all discussed methods in an integrated

and efficient implementation would improve the empirical results, and push them closer

to the theoretical calculations. This work democratize AI for low-resource settings and

can also advance the state-of-the-art of privacy-sensitive AI applications.
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CHAPTER 5

Efficient Inference with Temporal

Awareness

5.1 Introduction

Recent advances in wearable devices show a strong potential to revolutionize applica-

tions in both health monitoring and patient diagnosis. For example, wearable devices have

a big influence in post-op rehabilitation. A successful surgery depends on monitoring the

patient’s condition after the surgery, which is carried out through clinical visits. However,

these visits are often insufficient and can be greatly enhanced by continuous monitoring

using wearable devices. For example, it was recently shown that a wearable stretch sensor

can be used to provide feedback for physical therapy or rehabilitation exercises [8, 4].

Also, special robotic devices can be used for post-stroke shoulder rehabilitation to identify

misalignment [39]. Furthermore, a recent work uses wearable devices to detect hidden

anxiety and depression in young children [111]. Activity recognition models have also

been used to enhance health monitoring for the elderly. A case study uses wearable

sensors and other environmentally placed sensors to predict health decline and critical

health situations [174] and another one uses inertial wearable sensors and gait detection
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to provide useful digital bio-markers in dementia [43].

Wearable devices have very limited power and memory constraints. For example,

Human Activity Recognition (HAR) platforms need to reach a satisfying activity recogni-

tion accuracy while consuming low power, resulting in a power-accuracy trade-off, which

creates the need to co-optimize all the power consuming components of the device.

Usually wearable devices have two main energy consuming components: the sensors

and the processing unit. In HAR platforms [11] [119], there are two main stages: first,

collecting real time data from an accelerometer and/or a gyroscope, and second, pre-

processing the data to extract some features before forwarding them to a classifier to

analyze the user activity, such as walking, sitting, running, etc. Many recent works have

presented optimized classification algorithms that are low in power and memory [87,

49, 88]. A few recent papers addressed methods to reduce the power consumption of

the sensors by shutting down some of them [12] or by switching the sensors to a lower

sampling frequencies with less intense user activities [119]. However, we observe that the

averaging window is also a key factor affecting the sensor’s energy consumption. Moreover,

switching the sensors to different sampling rates introduces a classification challenge as

each sampling rate provides a feature set of different size; this challenge was overlooked

in previous works by retraining different classifiers for each used sampling rate creating

a memory overhead. To tackle this challenge, we are the first to consider manipulating

the feature extraction step to output the same feature size for data from different sensor

configurations.

In AdaSense, we propose a novel low-power sensing technique that optimizes the

power consumption of wearables while maintaining high activity recognition accuracy. We

co-optimize the sensor, the feature extraction and the classifier to enhance the energy

consumption of wearable devices. Our main contributions can be summarized as follows:

• Sensor Configurations Design Space Exploration: We provide a complete
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evaluation for the trade-off between activity recognition accuracy and power con-

sumption under 16 different accelerometer sampling frequency and averaging window

combinations to pick the optimal sensor configurations that trade off the accuracy

with the power consumption in an optimal way.

• Adaptive Low-Power Sensing technique: Using the outcomes of the sensor

configurations design space exploration, we introduce a novel technique that dy-

namically switches the sensor operation among these different configurations as a

function of the user activity. We also provide detailed results for the recognition

accuracy, memory and power consumption in comparison to the previously used

techniques.

• Features Extraction and Classification: We propose a new feature extraction

methodology which unifies the features set for heterogeneous data coming from

various accelerometer configurations (i.e. sampling frequency and averaging window).

This enables the usage of a single classifier that is capable of recognizing the human

activity regardless the chosen configuration.

The rest of the chapter is organized as follows. We summarize the related work in

Section 5.2. Then, we present our activity recognition framework in Section 5.3. In

Section 5.4, we analyze the design space of the different sensor configurations, and we

propose our adaptive low-power sensing technique. Next, we show the experimental setup

and results in Section 5.5. Finally, we conclude in Section 5.6.

5.2 Related Work

Due to the tight energy constraints of wearable devices, recent work have focused on

approaches to minimize power consumption while maintaining high performance (recogni-

tion accuracy) [119]. Researchers have determined that the sensor is responsible for a large

fraction of the device’s power consumption, reaching about 47% [12]. Therefore, reducing
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the sensor’s power consumption significantly decreases the total energy requirement for

the device. This can be done by switching the sensor to low-power mode, reducing the

sampling frequency [119], turning off the sensor intermittently, shutting down one of the

sensor’s axes [12] or using compressed sensing techniques for selective sampling [105].

However, to the best of our knowledge there has not been any approach that considers

the averaging window of the sensor to maximize power savings.

There are some approaches that consider using approximate circuits to achieve sig-

nificant power savings without sacrificing much accuracy [53, 52], while others focus

on minimizing the power consumption of the used machine learning algorithms [87, 49].

Feature extraction and data processing also require significant energy, so researchers have

developed techniques to reduce the complexity of the extracted features in order to save

power [180]. For example, statistical features are relatively simple to calculate, while the

Fourier Transform and Discrete Wavelet Transform are more computationally complex,

so we can dynamically choose which features to calculate based on the required power

budget [12].

Once the relevant design points have been identified, various approaches attempt to

determine the optimal strategy for switching between these design points at runtime.

NK et al. [119] propose to switch to power saving design points when the user is doing

low-intensity activities because these do not require as many data points to classify. Liu

et al. [161] instead propose to use compressed sensing techniques to determine how many

samples are needed for reconstruction and consequently sample as needed.

Finally, the machine learning classifier must be compatible with the dynamic sensor

data. If the sensor data is acquired under settings that are different from the training data,

then the accuracy can be significantly degraded. NK et al. [119] address this problem

by retraining a separate neural network for each design point, while Liu et al. [161] use

linear interpolation to normalize for variable sampling rate.
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Figure 5.1: Human Activity Recognition Framework.

5.3 Adaptive Human Activity Recognition Frame-

work

The ultimate goal of our HAR framework is to read an accelerometer’s 3-axis data, and

analyze them into one of six daily activities: sit, stand, walk, go upstairs, go downstairs

and lie down. Two main components are needed to do that task: the feature extraction

and the classification. Both tasks should be done on the wearable device, so the needed

processing power and storage memory should be meticulously considered. Moreover as

mentioned in Section 5.1, the HAR classifier should handle heterogeneous sensor data

of different nature, e.g., different sampling frequencies and averaging windows, without

creating a processing or a memory overhead. AdaSense tackles this heterogeneous data

problem by using a new feature extraction technique that unifies the size of the features

vector regardless the accelerometer’s configurations. In this section, we first explain the

main components of the HAR framework, then we present our new methodology for

feature extraction as well as the used activity classification model.
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5.3.1 Main Components

The main components of our HAR framework can be summarized in Fig. 5.1. The

input is the data collected by the accelerometer, and the output is the user activity class.

A batch of sensor data is needed to perform meaningful classification, so a buffer is added

to control the classification frequency. The buffer stores the accelerometer data over two

consecutive seconds. Then every one second, we push the collected data batch in the

buffer through the rest of the pipeline, where we run feature extraction and classification

to predict the user activity. We introduce one second overlap between the data batches

to give the classifier some insightful information about the previous classification data

batch. The challenge is that the data batch size depends on the sampling frequency, i.e.,

the number of samples stored in the buffer during one second period would be 100 with

100 Hz sampling frequency, and 50 when the sampling frequency is 50 Hz, making the job

harder for the classifier. This issue would be handled during the feature extraction by

constructing similar size feature set regardless the size of the processed data batch.

5.3.2 Feature Extraction

We can split the used features set into two categories: statistical features and Fourier

transform coefficients. The statistical features include the mean and the standard deviation

of the signal for the x, y and z coordinates. These statistical quantities capture the general

structure of the accelerometer data over the selected batch. The Fourier transform

coefficients capture frequency information for each activity. However, we noticed that

we do not need to use all the Fourier transform components. For the sake of activity

recognition, the first three coefficients in each coordinate, representing the frequency

components up to 3 Hz, are enough to get around 97% recognition accuracy. The big

advantage of using these features is that the feature vector size would be the same

regardless of the size of the processed data batch. This solves part of the classifier’s

problem; however, the classifier still needs to adapt to the information in the features
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depending on the used sampling frequency and averaging window.

5.3.3 Human Activity Classifier

AdaSense’s classifier must gracefully handle heterogeneous sensor data in order to

maintain high accuracy. This task is not trivial because classification accuracy can

degrade significantly if the sensor configurations of the test data are different from the

configurations of the training data. A commonly used approach is to retrain a different

model for each sensor configuration, which is guaranteed to provide high recognition

accuracy but adds memory overhead to store multiple classifiers [119]. However, since

we have unified the size of the feature set for different sampling rates, we can do the

classification using one neural network with two layers: one hidden layer with RELU

activation function and an output layer with 6 neurons and a softmax. By training this

network on data from different sampling frequencies and averaging windows, we expect it

to perform well using much less memory depending on the different sensor configurations

used, i.e if there are four different sensors configurations, using our method will need one

network instead of four different networks using 4× less memory to store the weights.

5.4 Low-Power Sensing

Wearable devices have two main power consuming components: the sensors and the

processing unit. In Section 5.3, we described our HAR framework structure and the

used methodologies to perform efficient processing and classification. In this section,

we describe how AdaSense optimizes the power consumption of the sensor. We first

analyze the accuracy and power trade-off for different sensor configurations. Next, we

use the outcome of this analysis to design an adaptive controller that changes the sensor

configurations according to the user activity.
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Table 5.1: Acceleromenter Sampling Frequency and Averaging Window Combinations.

• 100Hz / 128 (F100 A128) • 50Hz / 128 (F50 A128)
• 25Hz / 128 (F25 A128) • 12.5Hz / 128 (F12.5 A128)
• 6.25Hz / 128 (F6.25 A128) • 25Hz / 32 (F25 A32)
• 12.5Hz / 32 (F12.5 A32) • 6.25Hz / 32 (F6.25 A32)
• 50Hz / 16 (F50 A16) • 25Hz / 16 (F25 A16)
• 12.5Hz / 16 (F12.5 A16) • 6.25Hz / 16 (F6.25 A16)
• 50Hz / 8 (F50 A8) • 25Hz / 8 (F25 A8)
• 12.5Hz / 8 (F12.5 A8) • 6.25Hz / 8 (F6.25 A8)

5.4.1 Sensor operation Modes

Usually sensors has two operation modes: normal mode and low-power mode. For the

sensor to give less noisy readings, the output is not just the instantaneous reading at

the required sampling point. Instead, it is the average of the collected samples over a

certain window before the sampling point; the size of that window is called the averaging

window. In normal mode, the sensor stays on all the time, so the averaging window does

not affect the power consumption. However, in low-power mode, the sensor switches

between normal and suspend modes, so both the sampling frequency and the averaging

window determine the time in which the sensor has to be on; hence, significantly affecting

the power consumption.

5.4.2 Sensor configurations Design Space Exploration

Using the setup mentioned in Section 5.3, we study the power consumption and the

recognition accuracy at different sensor configurations. We choose 16 different sampling

frequency and averaging window combinations given in Table 5.1, and we analyze the

accuracy and power trade-off as illustrated in Fig. 5.2. Each point in the graph represents a

different sensor configuration, and each configuration has a unique current-accuracy value

which is a factor of the sampling rate and the noise due to using lower averaging windows.

We observed that the four configurations {F100 A128, F50 A16, F12.5 A16, F12.5 A8},

highlighted by the diamond shape, dominate the others, and create a Pareto front that
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Figure 5.2: Accelerometer configurations accuracy and power trade-off.

optimally trades off accuracy with power. F100 A128 has the highest accuracy and

current consumption, whereas F12.5 A8 has the lowest accuracy and current consumption.

However, the other red points do not offer any benefits in the energy-accuracy trade-off;

for example, the point F6.25 A128 marked by the blue rectangle is dominated by the

point F12.5 A16 which has higher accuracy and lower current consumption.

5.4.3 Adaptive Low-Power Sensing Technique

To reduce the sensor’s power consumption, AdaSense introduces a new technique that

switches among different sampling frequencies and averaging windows. Our adaptive

controller dynamically switches to a lower power configuration when the user activity is

stable (i.e, the user has been doing the same activity for a long time), and switches back

to the highest accuracy configuration when the user activity changes to capture the right

one. In other words, if the user has been walking for a certain period of time, it means

that this user is steadily doing the same activity and will probably continue doing it for

a while, so we can lower the sampling frequency and averaging window to reduce the

power consumption of the sensor. However, if the activity keeps changing rapidly, then

the sensor needs to operate at its highest power to capture the correct activity. Fig. 5.3
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Figure 5.3: Low-Power Sensing HAR Framework.

shows the proposed framework for AdaSense. The sensor first operates at its high power

configurations, then it forwards the collected data to the HAR framework. As explained

in Section 5.3, the HAR framework classifies the data, and feeds its output to an adaptive

controller which in turn adjusts the next episode’s sensor configurations. Our controller

uses a novel technique called state prediction optimization technique (SPOT) to take its

decision.

5.4.4 The State Prediction Optimization Technique (SPOT)

The adaptive controller in AdaSense makes its decision regarding the sensor’s configu-

ration using our SPOT technique which is based on a simple finite state machine. First,

we have four states representing the four optimal sensor configurations chosen during the

design space exploration analysis earlier. These four states are sorted in descending order

according to the power consumption. The accelerometer starts working at the first state

(F100 A128), and every one second it compares the current classification output with the

previous classification output. When the activity stabilizes, i.e when the classifier output

remains the same for few classification attempts called stability threshold, it moves to the

lower power state. If the classified user activity changed at any state, the sensor returns

back to the first high accuracy state.
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For example, suppose we chose to operate on four different states named {F100 A128,

F50 A16, F12.5 A16, F12.5 A8} as shown in Fig. 5.4, and C1, C2, C3, C4 are the

conditions that control the transition from one state to another such that:

• C1: Current Activity == Last Activity & Counter < stability threshold

• C2: Current Activity == Last Activity & Counter = stability threshold

• C3: Current Activity != Last Activity

• C4: Current Activity == Last Activity

SPOT starts by operating at F100 A128, and frequently classifies the output data from the

sensor and increment a counter whenever the current activity matches the previous one. It

continues to do so till the counter reaches the stability threshold. At that point, it switches

to the next state in which it follows the same behaviour, successively switching to the

next states till it reaches the last one and stays there. If at any state the current activity

did not match the previous one, SPOT resets the counter, and switches immediately to

the first high accuracy state, then the behaviour is repeated as long as the device is on.

5.4.5 The SPOT technique with confidence

The total power consumption depends on the time spent at each state. In SPOT, the

decision to move from a lower power state to a higher power state is taken when the

classifier reports a change in the human activity. The classifier reports that the activity is

changed in two cases: when the activity actually changes, or when the classifier mispredicts

due to some noise in the sensor’s data. As a result, we introduce the confidence parameter

in SPOT, which adds some tolerance to the noisy data. This confidence is the classifier’s

probability of the chosen output class; for example, if we have two output classes (walk,

sit), and the softmax at the classifier’s output layer gave the probabilities (0.8, 0.2), then

the classification would be “walk” with confidence 0.8. In SPOT with confidence, the

decision to move to a higher power state is taken when the classifier reports that the
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Figure 5.4: State Prediction Optimization technique FSM, states named as F(sampling
frequency) A(averaging window), while C1-C4 are the conditions directing the flow from
the first to the last state as a function of the activity stability.

activity is changed with a confidence higher than a certain threshold called confidence

threshold.

5.5 Experiments and Results

5.5.1 Experimental Setup

Hardware Used: We evaluate the proposed adaptive sensing technique using a Texas

Instruments CC2640R2F MCU [149] integrated with a Bosch Sensortec BMI160 16-bit

inertial measurement unit (IMU) [16]. We operated the IMU in both the normal mode

and the low-power mode to set different sampling frequencies and averaging windows.

Data: We only enabled the IMU’s accelerometer, and we collected data with the x, y

and z sensor readings at different sampling frequencies and averaging windows. Then we

used the collected data to evaluate our methodology. Using the setup mentioned in Section

5.3, we trained our neural network on an extensive data set of 7300 activity windows of the

four optimal acceleromenter configurations {F100 A128, F50 A16, F12.5 A16, F12.5 A8}

analyzed in table 5.1. The data recorded 6 different activities: walk, sit, lie down, go

upstairs, going downstairs, stand.
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(a) 3-axes Accelerometer Readings with Time.

(b) Sensor Current Consumption per unit time.

Figure 5.5: AdaSense Behavioural Analysis.

5.5.2 AdaSense Behavioural Analysis

As an illustration of AdaSense’s performance, we analyze its inputs and outputs over a

time interval of 120 seconds as shown in Fig. 5.5. We show a whole use case in which the

user sits for the first 60 seconds, then the user changes the activity and starts to walk for

another 60 seconds. Fig. 5.5a shows the inputs from the accelerometer over the chosen

time interval where the y-axis is the x, y and z axes of the accelerometer reading. Fig.

5.5b shows the classification and power analysis, the y-axis is the current consumption in

µA. We observe that AdaSense starts operating at the high power configuration of the

sensor F100 A128, and then it gradually switches to lower power configurations, until it

reaches the minimum F12.5 A8 after 28 seconds. It stays there till the activity changes

at time 60 seconds when the sensor switches back to the highest power state again, and

repeatedly does the same behaviour till it also reaches the minimum after another 28

seconds.
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(a) Classification Accuracy with Stability Threshold.

(b) Total Power Consumption with Stability Threshold.

Figure 5.6: AdaSense Power and Accuracy analysis.

5.5.3 Power & Accuracy Analysis

We first analyze the impact of the proposed methodology to co-optimize the sensor,

feature extraction and classification of the HAR framework on the activity recognition

accuracy and the sensor’s power consumption. Fig. 5.6a shows the accuracy of classification

as we increase the stability threshold which determines the stability of the activity; hence,

switch the sensor to a lower configuration. We compare the accuracy under three scenarios.

In the first scenario, we prevented the controller from switching among different sensor

configurations, i.e. the sensor operates on the high power configuration {F100 A128}

all the time; we take this as our baseline to measure how switching between different

configurations affects the accuracy. In the second and the third scenarios, we analyze

AdaSense using our two different adaptive controllers: SPOT and SPOT with confidence

of value 0.85 respectively to switch among the four sensor configurations when the user

activity becomes stable. In the three scenarios, we trained a single neural network on

data from the four different accelerometer configurations mentioned before, and we used

that model to test the classification accuracy while changing the setup of the adaptive

sensor configurations controller.
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From the results of Fig. 5.6a, we observe that the accuracy increases as the value of

the stability threshold increases. Specifically, as the stability threshold increases from zero

to 20 seconds, the classification accuracy rapidly increases from 91% to 96.5%. Then, the

accuracy saturates within a range of 1.5% below the baseline. This reduction in accuracy

is expected because when the stability threshold is low (i.e., < 20 seconds), the adaptive

controller promptly switches to low-power accelerometer configurations; however, since

the user activity is not stable for a long time, it triggers changes among different sensor

configurations which result in a lower recognition accuracy. When the stability threshold

is high enough (i.e., > 20 seconds), the loss in accuracy is negligible when compared to

the baseline.

Next, we compare the total power consumption for the sensor as a function of the

stability threshold in seconds. As shown in Fig. 5.6b, the power consumption increases

with the increase in the stability threshold; when the stability threshold is low, the sensor

rapidly switches to a low-power configuration after few seconds, so more time is spent

at the lower power configurations which minimizes the total power consumption by the

sensor. However, as the stability threshold increases, the time spent on the low-power

sensor configuration decreases, so the total power increases. Furthermore, at stability

threshold of 60 seconds, the power consumption matches the baseline as the sensor spends

all the time operating at the high power configuration. In average, the total power can be

reduced by 60% using SPOT and 69% using SPOT with confidence.

5.5.4 Comparison to the previous work

This section compares the accuracy and the power consumption of AdaSense to the

related work. NK et al. [119] use an activity intensity based approach to reduce the power

consumption of the sensors; the sensors switch to low-power mode with low-intensity user

activities (i.e. stand, sit, lie down), and operate at the normal mode with more intense

activities (i.e. walk, go upstairs, go downstairs). NK et al. define the intensity of the
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Figure 5.7: Comparison between AdaSense and Intensity Based Approach(IbA) [119] in
terms of Accuracy and Power Consumption under different user activity settings.

activity using the first derivative of the accelerometer readings, and they retrain separate

classifiers for each used sampling frequency. Fig. 5.7 summarizes the comparison, the

x-axis shows three user activity settings {High, Medium, Low}, which differs in terms

of the user activity change rate. High means that the user activity is not stable (i.e.

changes every 10 seconds), while Low means that the user activity is quite stable (i.e. it

takes the user at least 1 minute to change the activity). The left y-axis shows the power

consumption of using AdaSense versus the activity intensity based technique. As expected,

when the user activity setting is high, AdaSense spends most of the time at the high power

sensor configuration; therefore, the power consumption is relatively high. However when

the user activity starts to be more typical, the power consumption is reduced by at least

25% compared to the previous work. The right y-axis shows the recognition accuracy.

The results show that AdaSense has has slightly lower recognition accuracy (i.e ranging

from 1% to 1.5%) depending on the setting in comparison to the technique used by NK

et al.. This loss in accuracy is acceptable in trade of the significant power and memory

savings.

Memory Requirements: While NK et al. retrain different neural networks for the
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different sampling frequencies, AdaSense trains a single classifier on data from different

sensor configurations, consuming 2× less memory to store the classifier(s) weights. This

memory reduction is important for wearable devices as they only have few KBs of memory.

Data Processing Overhead: In AdaSense, we do not need to compute the derivative

of the collected sensor data to switch among the different configurations. Therefore, we

prevent computations overhead that might compromise the power savings from the sensor.

5.6 Conclusion

Wearable devices have many advantageous applications in health services, and with

the advancement in the research done to reduce the power consumption on those wearable

devices, their deployment in real applications would become more practical. This chapter

presented a low-power sensing technique for activity recognition on wearable devices.

Using an adaptive controller, we dynamically switched the sensor to lower sampling

frequencies and averaging windows depending on the stability of the user-activity. We

analyzed the trade-off between the accuracy and the power consumption for different

sensor configurations. Then, we designed an adaptive controller that switches among the

resulting optimal sensor configurations. We also co-optimized the features extraction and

the classification achieving up to 69% reduction in total power consumption with less

than 1.5% degradation in the recognition accuracy.
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CHAPTER 6

Efficient Inference with Spatial

Awareness

6.1 Motivation

Convolutional neural networks (CNNs) are used to achieve high accuracy in object

detection tasks [131, 132]. In object detection, the input is an image, and the outputs

are the object classes and their location in the image represented by the bounding box

coordinates. CNN-based object detectors can be divided into two main categories: two-

stage detectors [132, 60] and one-stage detectors [131, 95]. Two-stage detectors first

identify some regions of interest (ROIs) as candidates, and then classify and regress those

ROIs to identify the objects and their bounding boxes. One-stage detectors directly predict

the object categories and the bounding boxes using some default anchors. One-stage

detectors are less accurate than two-stage detectors, but they are more efficient; hence

they are more suitable for edge devices.

In recent years, the deployment of CNNs on edge devices like mobile phones, smart

glasses, and augmented reality devices has become essential for real-time response and

for data privacy reasons. However, those networks have high memory and computational
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power demands, which challenge their deployment on resource-constrained embedded

devices. These devices are battery-operated, so low energy consumption is crucial. They

also have memory constraints, so the model should be compact. Finally, those models

have real-time constraints when deployed on edge devices.

To reduce the memory and computational demands of CNNs, researchers have explored

pruning and quantization of those models to create a trade-off among energy, latency, and

accuracy [42]. Others use dynamic networks [148, 170, 176, 146] that can be reconfigured

during runtime to accommodate the target accuracy and efficiency. Another effective

approach is to use hierarchical networks [80]. Those networks have shown success in image

classification tasks because each image has only one object, so the objects can be grouped

based on their visual or semantic similarities [44]. However, for object detection, an image

can have objects that are not visually or semantically similar. Therefore, the previously

proposed methods would not work for object detection. For example, a scene with a

parking meter next to a car is very likely to happen. None of the techniques based on

visual or semantic similarity will group the car and the parking meter together. Another

example is a scene with a couch and a television. However, in a spatial-context-based

approach, a car and a parking meter will be grouped together, while a couch and a

television will form another group. Thus, we propose using the spatial context to group

the object classes, this would allow our adaptive model to efficiently complete the detection

task by executing a single branch, making it appropriate for resource-constrained devices.

In this chapter, we propose a novel approach that leverages the information about the

spatial context of the objects to design an efficient adaptive model for object detection. Our

adaptive model reduces the energy consumption, the latency, and the memory footprint for

object detection with a negligible loss in accuracy. Our contributions can be summarized

as follows:

• To the best of our knowledge, AdaCon is the first work to introduce an adaptive

methodology for one-stage object detectors handling images with multiple objects.
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Our adaptive method enables efficient object detection on resource-constrained

embedded devices.

• AdaCon leverages the information about the spatial-context of the object categories

to construct a knowledge graph. Then, we use the constructed knowledge graph to

design our adaptive context-aware object detection model.

• We introduce a simple yet effective and generalizable methodology that can be easily

applied to design the neural network architecture of the detection branches for our

adaptive model.

• We apply our adaptive methodology to two different state-of-the-art object detectors,

and we compare different generated adaptive models representing different energy-

accuracy trade-offs to the static baselines.

• We deploy our AdaCon models on an embedded Nvidia Jetson nano board, and

analyze the accuracy, latency, and energy of the different architectures. Our adaptive

model achieves up to 45% reduction in energy, and up to 27% reduction in the

latency with small loss in average precision on the COCO dataset.

The rest of the chapter is organized as follows. We review the related work in Section 6.2.

Then, we introduce our adaptive object detection technique in Section 6.3. Next, we show

the experimental setup and results in Section 6.4. Finally, we conclude in Section 6.5.

6.2 Related Work

Object Detection: Object detection is a well-researched topic because it is essential in

many applications like augmented reality, surveillance, and autonomous driving. However,

most object detectors are not suitable for embedded or wearable devices because they are

based on complex power-hungry DNNs with large memory footprint. One-stage detectors

such as YOLOv3 [131] and RetinaNet [95] are faster than most two-stage detectors like
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Faster R-CNN [132] and Mask R-CNN [60], so they are more suitable for real-time response

on edge devices. Thus, we choose YOLOv3 [131], and RetinaNet [95] as a the baseline

architecture on which we apply our method for adaptive context-aware object detection.

Efficient Neural Networks: Over the past few years, the need for efficient computing

on edge devices increased, so researchers started designing compact networks [65, 107, 162].

Others used pruning and quantization [37, 42]. In this chapter, we consider a different

research direction for optimization by exploring adaptive networks that can leverage the

nature of the object detection task. Our approach is an orthogonal effort to build more

efficient neural networks that are suitable for constrained embedded devices.

Dynamic/Adaptive Neural Networks: Adaptive neural networks have been adopted

by many researchers to reduce the computational complexity needed for neural networks,

hence reduce the latency and energy requirements without sacrificing much accuracy.

Tann et al. [148, 146] and Yu et al. [170] trained a single network at different widths

to permit adaptive accuracy-energy trade-offs at runtime. Others skip some layers [160],

or deploy some early exit criteria [15] to reduce the computation complexity. Recently,

Zhang et al [176] proposed building Domain-Aware networks that decide which part of

the network to run based on the weather and the time of the day in which the device is

operating. All these methods are generic for convolutional neural networks and image

classification, but they have barely been applied to object detection. Our work is different

because we leverage the information about the spatial context of the object categories.

The spatial context implies the probability that different objects can occur jointly, and

this is an essential information that can be used to further optimize object detection

models.

Context-aware Object Detection: On another research thread, some researchers have

been exploring the use of prior knowledge about the real world to improve the accuracy

of object detection models. Fang et al [36], and Xu et al [164] integrate knowledge-graphs

and adjacency-matrices to leverage the information about the co-occurrence and the
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Figure 6.1: Illustration of our Adaptive Object Detection model. The backbone is first
executed to extract features from the input image. Then, the branch controller takes the
extracted features, and route them towards one or more of the downstream detection
heads. Only the chosen head(s) are then executed to get the detected object categories
and their bounding boxes.

locations of the objects for more accurate object detection. Their main goal is to increase

the model accuracy, and they achieve this by adding more computational complexity,

which further reduces the model efficiency. However, our criteria is different, because we

exploit the idea of using the prior knowledge to build efficient adaptive object detection

models. Our adaptive model architecture reduces the energy consumption, latency, and

runtime memory requirements of object detectors, making them more appropriate for

resource-constrained devices.

6.3 Method

Modern object detectors are typically composed of two main parts: a backbone which

extracts the features from the input image, and a head which is used to predict the object

categories and their bounding boxes. In this work, we propose an adaptive context-aware

neural network architecture for object detection. We achieve this architecture by leveraging

the information about the co-occurrence of objects in the spatial domain while designing

our object detection model.

Our adaptive model consists of two main components: spatial-context-based clustering

and a hierarchical object detection model. In the spatial-context-based clustering, we
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extract the information about the co-occurrence of object categories from the training

data, and use this information to cluster the object categories, where each cluster has the

objects that co-occur in the spatial domain with high probability. Then, we leverage the

extracted information to design an adaptive object detection model.

As illustrated in Figure 6.1, our adaptive object detection model consists of three

main components: backbone, branch controller, and a pool of specialized branches. The

backbone is a CNN responsible for extracting the features from the input image. The

branch controller is a regression model with a sigmoid activation function at its output.

The branch controller has an input size similar to the output feature maps of the backbone,

and the number of its outputs is equal to the number of clusters chosen while running the

spatial-context-based clustering. Those outputs represent the confidence score that the

input image belongs to the corresponding spatial context. Using the confidence scores in

the branch controller, we enable two modes of operation: single-branch execution where

only the branch with the highest score is selected, and multi-branch execution where all

the branches with scores higher than a certain threshold are selected. The final component

of our model is a pool of specialized detection heads (branches). Each specialized branch

is responsible for detecting the objects that belong to one spatial context.

During run-time, the input image first passes through the backbone, then the output

of the backbone is passed to the branch controller which classifies those feature maps

to one or more spatial contexts. Receiving the decision from the branch controller, we

execute the chosen branch(es), and concatenate their outputs to complete the detection

task. In this Section, we are going to explain in detail the clustering method in Section

6.3.1. Section 6.3.2 shows our method for selecting the architecture of the specialized

branches. Finally, we explain the training method for our adaptive object detection model

in Section 6.3.3.
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Figure 6.2: Spatial-Context-based clustering for the object categories.

6.3.1 Spatial-Context based Clustering

The ultimate goal of our clustering technique is to group objects that can co-occur in

the same scene. Then, we use those clusters to construct our hierarchical detection model

where each cluster has a corresponding branch in the model. This would guarantee high

performance and high efficiency because it would enable detecting most of the objects

in a scene by executing only one branch of the detection model. Figure 6.2 shows our

spatial-context-based clustering technique. First, we construct the co-occurrence matrix

of the object categories where each value represents the frequency of the co-occurrence

of the object categories in the same scene across all the training dataset. Then, we

extract the common objects. Those are the object categories that have high probability of

co-occurrence with more than 75% of other object categories. We remove those common

objects from the co-occurrence matrix, and add them later to each cluster. Our intuition

is that some objects such as a “person” or a “backpack” can co-occur with any other

object in any spatial setup. Thus, it is better that our network considers the presence of

those common objects all the time. Next, we convert the frequency-based co-occurrence

matrix to a correlation matrix. Then, we use the correlation matrix to build a knowledge

graph using Fruchterman-Reingold force-directed algorithm [38]. As shown in Figure 6.2,

the nodes of the knowledge graph represent the object classes, and the edges represent the

probability of the co-occurrence of the connected objects in the same scene. Afterwards, we

use agglomerative clustering to group the nodes based on their location in the knowledge

graph. This results in clusters of object classes where the inter-cluster objects have low
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probability of appearing together in the same scene, while the intra-cluster objects have a

high likelihood of occurring jointly.

6.3.2 Detection Head Architecture

In our hierarchical adaptive model, each branch (i.e., detection head) is responsible for

detecting a subset of the object classes. The number of object classes assigned to a certain

branch depends on the total number of branches in the adaptive model, as well as the

outcome of the spatial-context clustering as explained in Section 6.3.1. This means that

for a given model with a certain number of branches, the object classes are not equally

distributed among those branches. Therefore, the number of object classes should be

considered while designing the branch architecture to guarantee that each branch has an

appropriate representational capacity to make it efficient without sacrificing accuracy.

We propose a systematic approach to choose the detection head architecture. Our

approach can be easily generalized to different object detection models. For a given model,

we choose the head architecture of the static baseline model as our template. For each

branch detection head, we define a compression factor equal to the number of object

classes assigned to this branch, divided by the total number of object classes. Then for

each layer in the template head architecture, we keep the same number of layers, but we

compress the model by reducing the number of channels in each layer by the previously

calculated compression factor.

For example, assuming that we use a two-branch AdaCon model to detect 30 object

classes, and our spatial-context-based clustering assigned 18 and 12 objects to the first and

the second branches, respectively. Then, the compression factor for the first branch is 18/30,

while it is 12/30 for the second branch. Table 6.1 compares the number of parameters, and

the number of multiply-and-accumulate (MAC) operations for the compressed branches,

as well as the static baseline template for YOLOv3 [131] and RetinaNet [95]. We can

notice that the total number of parameters and MAC operations for the branches are
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always smaller than the corresponding template. Moreover, the various branches would

not be active at the same time. Therefore, the dynamic number of parameters and MAC

operations at a time would be significantly smaller, which reduces the memory footprint

as well as the latency and the energy. More analysis is presented in Section 6.4.

Table 6.1: Detection Head (Branches) Architectures for AdaCon models with various
number of branches.

Model Branches Parameters Branches MACs

(M) (Gops)

RetinaNet

Baseline 6.7 22.5

2 Branches 3.0, 2.1 4.2, 2.9

3 Branches 2.1, 1.4, 1.4 2.9, 1.9, 1.9

4 Branches 1.7, 1.4, 1.4, 0.5 2.4, 1.9, 1.9, 0.7

5 Branches 1.4, 1.3, 1.4, 0.5, 0.6 1.9, 1.8, 1.9, 0.7, 0.9

YOLOv3

Baseline 21.3 8.4

2 Branches 6.0, 9.2 2.4, 3.6

3 Branches 6.0, 3.8, 3.8 2.4, 1.5, 1.5

4 Branches 5.0, 3.8, 3.8, 1.2 1.9, 1.5, 1.5, 0.5

5 Branches 3.8, 3.6, 3.8, 1.2, 1.5 1.5, 1.4, 1.5, 0.5, 0.6

6.3.3 Training the Adaptive Object Detection Model

Each module of our adaptive network is trained separately with the correct pairs of

inputs and labels depending on the task assigned to this module. We use a multi-stage

training technique to train our adaptive model. In stage 1, we train the backbone. Then

in stage 2, we freeze the backbone, and concurrently train our branch controller as well as

the detection branches.

Training the backbone: In our implementation, we train the backbone as a part of the

static model. We then take the pre-trained backbone and use it as the backbone of our

adaptive model.

Training the branch controller: The branch controller is a regression model with
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few convolutional layers and a sigmoid activation layer at the output. It predicts the

probability that the input image belongs to each spatial context. As shown in Figure 6.1,

the inputs to the branch controller are the feature maps generated by the backbone for

each image, and the labels are the dominant spatial-context on each image. To generate

the labels for training the branch controller, we map the objects in every image to their

spatial-context according to the output of the spatial-context-based clustering, and we

label the image with the dominant spatial context.

Training the detection branches: The detection branches are trained concurrently

on the relevant object categories according to the output of the spatial-context-based

clustering proposed in Section 6.3.1. The input to each branch is also the feature maps

generated by the backbone for each image, and the labels are the bounding boxes and the

object categories in the image.

6.4 Results

6.4.1 Experimental Setup

Dataset: We evaluate our method using the Microsoft COCO dataset [96]. This dataset

has over 120K training images with 80 different object categories. The 80 categories cover

a wide range of indoor (i.e., bedroom, kitchen, bathroom, living room, office, etc.) and

outdoor scenes (i.e., street, park, farm, zoo, etc.). The images in the COCO dataset

are all collected from real world scenes with some occlusions, and under various lighting

conditions. Those images are annotated with the bounding boxes for the different object

categories.

Implementation: We implemented our proposed technique using PyTorch. We used our

spatial-context-based clustering to cluster the 80 objects of COCO dataset into different

number of clusters as mentioned in Section 6.3.1. We apply our adaptive context-aware

object detection technique to two different state-of-the-art one-stage object detectors:
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YOLOv3 [131], and RetinaNet [95]. In order to modify the static models into an adaptive

context-aware network, we use a pre-trained backbone, and replace the detection head

with our pool of specialized branches as well as our branch controller as explained in

Section 6.3. We used Darknet-53 backbone with YOLOv3, and ResNet50 backbone with

RetinaNet.

Hardware and Analysis Tools: We deploy our object detection model on an NVIDIA

Jetson Nano board as a representative device of modern embedded systems [77]. This

board has a low-power embedded GPU, a Quad-core ARM Cortex CPU with 4 GB of

RAM, and it uses about 5 to 10 Watts depending on the workload. We analyzed the

latency and the power consumption of our proposed technique on the Jetson Nano board.

We used Nvidia’s Tegrastats utility to measure the latency and the power consumption.

We also used the COCO official APIs to evaluate the model accuracy.

In this Section, we evaluate our spatial-context-based clustering by visualizing some

of the formed clusters in Section 6.4.2. In Section 6.4.3, we validate the ability of the

branch controller to detect the right spatial context for the input images. After that, we

analyze the overall performance and efficiency of our AdaCon models in Section 6.4.4.

Then, we show the effect of the introduced branch controller execution modes in Section

6.4.5. Finally, we analyze the accuracy-efficiency trade-off that our AdaCon models can

achieve by choosing a different number of clusters, as well as different branch controller

execution modes in Section 6.4.6.

6.4.2 Spatial-Context-Based Clustering Evaluation

To evaluate our spatial-context-based clustering technique, we visualize the formed

clusters for a subset of the COCO dataset. For the purpose of clear visualization only,

we choose 30 representative object categories covering different spatial contexts (i.e.,

indoors, outdoors, street, farm, living room, kitchen, etc.). Figure 6.3 shows the result

of our spatial-context-aware clustering technique when choosing different number of
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(a) 3 Clusters (b) 4 Clusters (c) 5 Clusters

Figure 6.3: Our spatial-context-based clustering output for 30 object categories from the
COCO dataset. The formed clusters become more fine-grained as the number of clusters
increase.

clusters. Each node in Figure 6.3 represents a different object category, and the distance

between any two objects represents the probability of their co-occurrence in the same

scene (spatial context). We can notice that as the number of clusters increases, the

clustering automatically becomes more fine-grained. For example, clustering the objects

into two clusters results in an indoor objects cluster, and another one for the outdoor

objects. Clustering the objects into four clusters, further categorizes the outdoor objects

into objects that can be found on a farm, and others that can be found on a street, while

categorizes the indoor objects to living room and kitchen objects.

6.4.3 Branch Controller Accuracy Evaluation

The branch controller takes the feature maps generated by the backbone for each

image, and decides which branch(es) to execute based on the spatial context in the image

(i.e., each spatial-context has a corresponding detection branch in our adaptive object

detection model). The ultimate goal of the branch controller is to determine the dominant

spatial context in the input image. The branch controller achieves that goal by assigning

confidence scores that the input image belongs to each spatial context. Then, the dominant

context would be the one with the highest confidence score.

The branch controller accuracy is crucial for the accuracy of our adaptive model. The

reason is that as the accuracy of the branch controller decreases, its ability to take the
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Table 6.2: Branch Controller accuracy in detecting the correct spatial-context for different
AdaCon models.

Model name Backbone Num. Accuracy Param MAC

Branches (%) (M) (Gops)

Yolov3 Darknet53 2 95.3

2.53 0.4
Yolov3 Darknet53 3 93.3

Yolov3 Darknet53 4 93.2

Yolov3 Darknet53 5 91.7

RetinaNet Resnet50 2 93.3

0.55 0.17RetinaNet Resnet50 3 90.9

RetinaNet Resnet50 4 89.5

right decision about which branch(es) to execute decreases, and this directly affects the

performance of the adaptive model. To validate the decision-making capability of our

branch controller, we analyze its accuracy in detecting the dominant spatial context on

COCO dataset. Table 6.2 shows the accuracy of the branch controller for different AdaCon

models with different number of branches. As illustrated in the Table 6.2, our branch

controller is a light-weight model (i.e., the number of parameters and MAC operations

are low) to prevent any memory, or compute overhead. The results show that the branch

controller accuracy is higher with fewer number of branches. This is expected because its

task becomes more complex as the number of branches increase.

6.4.4 AdaCon Performance and Efficiency Evaluation

To analyze the overall performance of our proposed adaptive technique, we show the

average precision, the latency per inference, and the energy per inference of our AdaCon

models with different number of branches compared to the static baselines in Figures 6.4a,

6.4b, and 6.4c, respectively. The x-axis shows the different static and adaptive models

with different number of branches (i.e., Ada-YOLO 2B denotes an AdaCon-YOLO model

with two branches operating in the single-branch execution mode). In Figure 6.4a, the
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Figure 6.4: Evaluation of (a) Average Precision (b) Latency (c) Energy for AdaCon-
RetinaNet and AdaCon-YOLO models with different number of branches under single-
branch execution mode compared to the static baseline models. Input image resolution is
416× 416.

y-axis shows the mean average precision of the object detection. In Figures 6.4b and

6.4c, the y-axis represents the latency per inference in milliseconds, and the energy per

inference in millijoules, respectively. The results show that the average precision of the

detection models decreases as the number of branches increases. The reason is that the

accuracy of the branch controller decreases as the number of branches increases, leading

to more misses by the branch controller. On the other hand, the energy and the latency

decrease as the number of branches increase. The reason is that for models with more

branches, each branch is responsible for a smaller subset of the object classes, hence it is

more compact as explained in Section 6.3.2.

6.4.5 AdaCon Evaluation for the Branch Controller Execution

Modes

As explained in Section 6.3, our branch controller gives a confidence score for executing

each branch based on the spatial context of the input image. We introduce two modes

of operation: single-branch execution (single) mode where only the branch with the

highest confidence score gets executed, and multi-branch execution mode (multi). In the

multi-branch execution, all the branches with a confidence score higher than a certain

threshold are executed. These execution modes not only boost the accuracy, but they also
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Figure 6.5: Evaluation of the Average Precision, the Latency and the Energy for AdaCon-
YOLO and AdaCon-RetinaNet models under different branch controller execution modes.
single represents single-branch execution mode, while multix represents multi-branch
execution mode where x represents the confidence score threshold used by the branch
controller. Input image resolution is 416× 416.

add some flexibility during runtime because they enable a trade-off between the efficiency

and the accuracy without the need to use a different model, or even re-train the existing

model.

To analyze the effects of the different branch controller execution modes, we compare

the accuracy, energy, and latency of the adaptive models under different branch controller

execution modes as shown in Figure 6.5. The x-axis gives the different branch controller

execution modes. single represents single-branch execution mode, while multix represents

multi-branch execution mode where x represents the confidence score threshold used by the

branch controller. The y-axis shows the mean average precision, the latency per inference

in milliseconds, and the energy consumption per inference in millijoules in Figures 6.5a,

6.5b, 6.5c, respectively for AdaCon-YOLO, and in Figures 6.5d, 6.5e, and 6.5f, respectively
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for AdaCon-RetinaNet. We can notice that as the branch controller threshold decreases,

more branches are executed, boosting the accuracy. On the other hand, executing more

branches adds an overhead to the latency and the energy of our adaptive model. Figures

6.5b, and 6.5c show that multi-branch execution for AdaCon models with a larger number

of branches can have a bigger overhead on the latency and energy. This is reasonable

because if the threshold for multi-branch execution is low, more branches get executed,

adding a bigger computational overhead when compared to AdaCon models with a fewer

number of branches.

6.4.6 Pareto-Frontier analysis for AdaCon

As mentioned in Section 6.4.3, and 6.4.5, AdaCon has two different knobs that can

be tuned to achieve the required performance and efficiency trade-off. These knobs are

the number of branches, and the branch controller execution mode. We combine the

settings from the two knobs, and generate 30 different adaptive models. We name our

adaptive models as (nB-mode), where n refers to the number of branches in the AdaCon

model, and mode refers to the branch controller execution mode (i.e., multi or single),

along with the branch controller threshold in case of multi execution. In Figure 6.6, we

analyze the energy/accuracy and the latency/accuracy trade-offs for AdaCon-RetinaNet,

and AdaCon-YOLO along with the static baselines. In this experiment, we use input

resolution 416× 416.

Figures 6.6a, and 6.6c show the energy/accuracy trade-off for AdaCon-RetinaNet, and

AdaCon-YOLOv3, respectively. The x-axis shows the energy per inference in millijoules,

while the y-axis shows the average precision. The red circles represent the static baselines,

and the green stars represent the Pareto-frontier adaptive models. The Pareto-frontier

models maximize the accuracy, and minimize the energy. Finally, the dominated models

(i.e., the models with lower accuracy, and higher energy consumption than other models)

are shown as blue triangles. Similarly, in Figures 6.6b, and 6.6d, the green stars represent
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Table 6.3: Results - AdaCon vs Static Models Efficiency Metrics - Sparam represents the
total number of parameters for the model. Dparam represents the number of parameters
used by the adaptive model at a time. MACs is the number of multiply-accumulate
operations.

Model Image Sparam Dparam MACs
Size (M) (M) (%) (Gops) (%)

RetinaNet 416 32.44 0.00 - 41.08 -
AdaCon 2B-multi 0.1 416 32.97 30.15 -7.1% 26.50 -35.5%
AdaCon 3B-multi 0.1 416 32.76 29.13 -10.2% 20.98 -48.9%

RetinaNet 320 32.44 0.00 - 24.27 -
AdaCon 2B-multi 0.3 320 32.97 30.15 -7.1% 15.49 -36.2%
AdaCon 3B-multi 0.5 32.76 29.13 -10.2% 12.19 -49.8%
AdaCon 4B-single 320 32.97 28.74 -11.4% 12.06 -50.3%

YOLOv3 416 61.92 61.92 - 33.01 -
AdaCon 2B-multi0.1 416 58.31 51.53 -16.8% 28.34 -14.1%
AdaCon 3B-multi0.3 416 56.75 48.44 -21.8% 27.11 -17.9%
AdaCon 5B-single 416 56.95 45.88 -25.9% 26.10 -20.9%

YOLOv3 320 61.92 61.92 - 19.53 -
AdaCon 2B-multi0.2 320 58.31 51.59 -16.7% 16.78 -14.1%
AdaCon 3B-multi0.5 320 56.75 47.88 -22.7% 15.91 -18.5%
AdaCon 4B-single 320 56.90 46.56 -24.8% 15.60 -20.1%

the pareto-frontier models, which maximize the accuracy, and minimize the latency. We

can notice that the Pareto-frontier includes AdaCon models with a different number of

branches, and different branch execution modes. The Pareto-frontier models cover a

range of efficiency-performance trade-off, and provide run-time flexibility for our AdaCon

models.

For RetinaNet, our AdaCon Pareto-frontier models achieve around 27% to 45% reduc-

tion in the energy consumption, and 20% to 27% reduction in latency, while losing less

than two points of average precision. Similarly, for YOLOv3, our adaptive Pareto-frontier

models achieve around 8% to 17% reduction in the energy consumption, and 8% to 13%

reduction in latency, while sometimes slightly increasing the accuracy.

To provide more insights on the performance of our adaptive object detection models,

we show the detailed analysis for the static baseline, as well as some of the Pareto-frontier
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Figure 6.6: Energy, Accuracy and Latency Trade-offs for the different adaptive models.
The adaptive models are named as (nB-mode), where n refers to the number of branches
in the AdaCon model, and mode refers to the branch controller operation mode (i.e.,
single or multi), and the branch controller threshold in case of multi execution.

AdaCon models in Tables 6.4 and 6.3. In Table 6.4, we analyze three different standard

metrics for the model accuracy: AP50, AP75, and AP50:95. AP50 and AP75 represent the

average precision with intersection over union (IOU) > 0.5 and > 0.75, respectively.

AP50:95 is the mean of the average precision for IOU ranging from 0.5 to 0.95 with a

step size of 0.05, so it is the most representative to the overall accuracy of the model.

We also analyze some efficiency metrics: the latency per inference in milliseconds, and

energy per inference in millijoules. In Table 6.3, Static parameters (Sparam) represents

the total number of parameters for the model. Dynamic parameters (Dparam) represents
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Table 6.4: Results - AdaCon vs Static Models Accuracy and Efficiency Metrics - Latency
and Energy are measured per inference. Efficiency is Accuracy/(Energy × Latency)

Model Image Accuracy Latency Energy Efficiency

Size AP50:95 (%) AP50 AP75 (ms) (%) (mJ) (%) (%)

RetinaNet 416 28.4 - 44.7 29.6 823.0 - 2990.4 - -

AdaCon 2B-multi 0.1 416 27.5 -3.2% 43.5 28.6 659.0 -19.9% 2163.2 -27.7% +67.2%

AdaCon 3B-multi 0.1 416 26.8 -5.6% 42.8 27.8 628.0 -23.7% 1947.9 -34.9% +89.9%

RetinaNet 320 26.1 - 41.3 27.1 627.0 - 2349.7 - -

AdaCon 2B-multi 0.3 320 25.1 -3.8% 40.1 26.1 504.0 -19.6% 1521.5 -35.2% +84.8%

AdaCon 3B-multi 0.5 320 24.4 -6.5% 39.2 25.4 483.0 -23.0% 1351.2 -42.5% +111.0%

AdaCon 4B-single 320 24.0 -8.0% 38.5 24.7 458.0 -27.0% 1273.1 -45.8% +132.3%

YOLOv3 416 31.8 - 55.3 33.1 601.0 - 2145.9 - -

AdaCon 2B-multi0.1 416 31.9 +0.3% 53.2 33.6 549.0 -8.7% 1955.5 -8.9% +20.5%

AdaCon 3B-multi0.3 416 31.0 -2.5% 52.1 32.6 535.0 -11.0% 1854.7 -13.6% +26.7%

AdaCon 5B-single 416 29.3 -7.9% 49.7 30.5 520.0 -13.5% 1788.2 -16.7% +27.8%

YOLOv3 320 29.3 - 52.0 30.4 414.0 - 1451.1 - -

AdaCon 2B-multi0.2 320 29.1 -0.7% 49.1 30.6 380.0 -8.2% 1256.3 -13.4% +25.0%

AdaCon 3B-multi0.5 320 28.0 -4.4% 47.6 29.1 366.0 -11.6% 1206.3 -16.9% +30.0%

AdaCon 4B-single 320 27.3 -6.8% 46.6 28.3 359.0 -13.3% 1205.4 -16.9% +29.4%

the number of parameters used by our adaptive model at a time. We used Dparam as

an estimate of the memory footprint of our adaptive model. MACs is the number of

multiply-accumulate operations measured in Giga operations.

In general, we want to increase the accuracy, and reduce the energy as well as the

latency of our models. That is why we define the Efficiency metric as Accuracy/(Energy×

Latency) to compare the overall quality of the static versus the adaptive models. Our

Pareto-frontier AdaCon models can achieve up to 1.32×, and 30% improvement in

Efficiency over the static baseline for RetinaNet, and YOLOv3, respectively. The results

show that our AdaCon technique achieves higher efficiency for RetinaNet compared to
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YOLOv3. The reason is that the reductions in latency and energy are directly proportional

to the reduction in the number of MAC operations as shown in Tables 6.4 and 6.3. Our

technique is mainly focused on the detection head component of the object detection

model. The detection head represents around 62% and 25% of the total number of MAC

operations for RetinaNet and YOLOv3, respectively. That is why the improvements are

more significant for RetinaNet.

6.5 Conclusion

In this chapter, we present a novel spatial-context aware adaptive network for object

detection. Using the prior knowledge about the co-occurrence of objects in the real world

scenes, we categorize the objects according to their probability to occur jointly. Then,

we design an energy-efficient adaptive model that consists of three parts: a backbone

to extract the features in the images, a branch controller that route the output of the

backbone to the right specialized branch(es) according to the spatial context of the input

image, and a pool of context-specialized branches. Our method improves the overall model

efficiency by up to 30% for YOLOv3 and 132% for RetinaNet. AdaCon reduces the energy

consumption by 8% to 45%, the latency by 8% to 27%, with a small loss in the accuracy.
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CHAPTER 7

Efficient Inference with Sample

Awareness

7.1 Introduction

Modern computer-vision-based applications require solving multiple tasks simultane-

ously in order to form a complete perception of the surrounding visual environment. For

example, a simple augmented reality application might need to determine the surface

normals, estimate the depths, detect an object of interest, and track it. Similarly, an

autonomous vehicle should be able to detect both static and dynamic objects in the scene,

determine their proximity and track them [73, 116]. Moreover, all that complex processing

needs to be performed on every input frame in real-time, which is extremely challenging,

especially since those applications usually run on resource-constrained devices with strict

compute, memory, and energy budgets. That is why enabling efficient computation models

where these tasks can be performed simultaneously is crucial to make those applications

practical.

In recent years, Multi-task learning (MTL) has been used to learn related vision

tasks simultaneously [138, 98, 173]. On the one hand, MTL models leverage shared
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representations and inter-task interactions to improve performance on each task, potentially

outperforming single-task models. On the other hand, compared to single-task models,

MTL models can reduce both the memory footprint, the energy consumption, and the

latency during inference since they avoid recomputing the features in the shared layers.

Different approaches have been proposed to determine which layers should be shared

across tasks and which layers should be task-specific in MTL models [114, 163, 140].

One common MTL approach is to have a shared encoder that extracts the critical

features from the input scene, followed by some task-specific decoders that predict the

output of the corresponding task [153, 152, 163]. Generally, the shared encoder in MTL

models needs to have a large representational capacity in order to generalize well to various

tasks and input data from different complexities. Vision Transformers have proven to be

a powerful tool for extracting strong feature representations from the inputs, improving

the performance of the downstream tasks [101, 45, 150]. Hence, few recent works have

explored using them as a shared encoder for feature extraction in MTL models [13, 166].

Although these approaches achieve impressive performance outcomes, their computational

complexity and memory footprint are usually huge, making them impractical for real-time

processing. That’s why, in this work, we focus our efforts on improving the computational

complexity of transformer-based Multi-task Learning models.

Real-world visual scenes have large variations in complexity. For example, a scene

with a single object and an open background would be easier to process than one with

an occluded object and a cluttered background. We argue that treating all input frames

equally regarding processing complexity can be wasteful. Therefore, we propose using an

adaptive inference policy to reduce the computational complexity of MTL models based

on the input complexity. Dynamic Input-dependent inference policies have only been

explored for single-task image classification problems [172, 112]. However, MTL models

are more complex due to inter-task dependencies and complex architectures.

To this end, we propose an adaptive MTL framework that recognizes the unnecessary
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computations in the model depending on the input complexity. We achieve this by learning

an adaptive task-aware policy network that ultimately decides on which parts of the MTL

model to activate during runtime. Our contributions can be summarized as follows:

• We propose an adaptive Multi-task Learning framework that optimizes Transformer-

based MTL models depending on the input complexity.

• We introduce a task-aware policy network, and we show that it is more effective in

recognizing the unnecessary computations in MTL models compared to task-agnostic

policy networks.

• To prove that our policy network can be easily plugged to improve MTL models’

efficiency, we combine AdaMTL with a SOTA MTL model [152] and show that

AdaMTL boosts the accuracy by 7.8% while improving the efficiency by 3.1×.

• We deploy AdaMTL on the Vuzix M4000 AR glasses [158], reducing the inference la-

tency and the energy consumption by up to 21.8% and 37.5%, respectively, compared

to the static MTL model.

The rest of the chapter is organized as follows. We review the related work in Section 7.2.

Then, we introduce our adaptive input-dependent MTL framework in Section 7.3. Next,

we show the qualitative and quantitative analysis of our methodology as well as the

ablation study in Section 7.4. Finally, we conclude in Section 7.5.

7.2 Related Work

Deep Multi-task Architectures For dense prediction tasks, deep multi-task archi-

tectures usually consist of an encoder that extracts a feature representation from the

input frame, followed by task-specific decoders that generate predictions for each of the

downstream tasks [163, 114, 152]. Researchers categorize multi-task architectures based

on the location of task interactions into encoder- and decoder-focused architectures [153].
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Encoder-focused architectures share the information between tasks in the encoder stage

[114, 99], while the decoder-focused architectures exchange information between tasks in

the decoding stage [152, 163]. Moreover, some approaches share the information across

tasks in both encoder and decoder stages [140, 13]. In this chapter, our baseline MTL

model follows an encoder-focused architecture where a shared encoder is used to extract

visual features from the input frame, followed by task-specific decoders. Moreover, our

MTL framework can easily adopt other decoder-based task-interaction techniques, as we

will show in Subsection 7.4.3.

Vision Transformer Models Transformers [155] have achieved impressive perfor-

mance improvements in various domains such as language understanding [33], speech

recognition [47], and computer vision [34, 150]. The self-attention modules in transformers

have proved to be capable of extracting strong feature representations from the inputs,

improving the performance of the downstream tasks. To preserve local visual context,

Vision Transformers (ViTs) split the input image into patches which are embedded as

tokens [34]. Those tokens pass through successive ViT blocks. Each ViT block has a

multi-head attention module followed by a multi-layer perceptron module to extract the

global relationship among input tokens. Improvements have been made to ViTs enabling

data-efficient training [150] as well as efficient inference [45]. Inspired by ResNets [58],

Swin Transformers [101] use a hierarchical ViT block architecture as well as shifted window

attention to serve as a general-purpose backbone for computer vision tasks. That is why,

ViTs started replacing CNNs as a backbone for different computer vision tasks such as

image classification [150, 45], object detection [18], and segmentation [139]. Moreover,

several works proposed using them for multi-task learning [13, 166].

Sparsely-Activated Vision Models As computer vision models become increasingly

complex, researchers have started sparsifying the models to prevent redundant computa-

tions. For example, DSelect-k [56] and M3ViT [92] proposed Mixture-of-Experts (MoE)

architectures that use trainable sparse gates to activate a subset of experts depending
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on the given input. Other methods employ early-exiting strategies to adaptively allocate

computations depending on input complexity [179, 69]. In early exiting, an exit layer is

added at every intermediate exit, and a confidence metric is used to take the decision.

However, such strategies could be impractical for MTL models due to the huge computa-

tional overhead of adding MTL exit layers (i.e., a set of task-specific decoders) at each

intermediate exit as well as the difficulty of confidence estimation in the encoder stage.

Other dynamic models skip redundant layers [160], while others use a bottleneck layer to

direct the computations in an input-dependent manner [121]. More recent approaches use

lightweight policy networks to generate execution strategies based on the input complexity

[172, 112]. Despite the effectiveness of these approaches for image classification problems,

adaptive policies have not yet been explored for MTL scenarios. Sparsifying MTL models

is more challenging; the multi-objective nature of those models complicates the overall

objective of optimizing the performance of the different tasks in addition to the policy

networks. Therefore, there is a need to explore and develop techniques that can adaptively

sparsify MTL models based on input complexity while being aware of the multi-objective

nature of those models.

7.3 Method

In this section, we propose AdaMTL – an adaptive end-to-end Multi-task Learning

framework. We start by presenting our transformer-based MTL architecture in Subsection

7.3.1. In Subsection 7.3.2, we introduce our task-aware policy network that dynamically

recognizes the unnecessary computations in the MTL model depending on the input

complexity. Finally, we explain our proposed multi-staged task-aware training recipe in

Subsection 7.3.3.
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Figure 7.1: Overview of our proposed AdaMTL framework integrating our AdaMTL Block
Policy Network and our AdaMTL Tokens Policy Network. The AdaMTL Block policy
network decides on which blocks to activate during runtime. If the decision is to activate a
certain block, our AdaMTL Tokens policy network runs to decide which tokens to process
through that block. Our policy network achieves a task-aware behavior that improves the
quality of the generated policies for multi-task learning models.

7.3.1 Architecture Overview

Figure 7.1 illustrates an overview of our proposed adaptive end-to-end Multi-task

Learning framework - AdaMTL. AdaMTL consists of two main components: a static

MTL model and a lightweight policy network. Our MTL model has three parts: a Shared

Hierarchical Encoder, a learnable task-specific multi-scale fusing layer, and a pool of

task-specific decoders. We adopt an off-the-shelf hierarchical Vision Transformer Swin

[101] as our shared encoder to extract visual features from the input frames. Vision

Transformers (ViTs) usually split the input image into patches which are embedded as

tokens. Those tokens pass through successive ViT blocks. Each ViT block has a multi-

head attention module followed by a multi-layer perceptron module to extract the global

relationship among input tokens. Our learnable multi-scale fusing layers use a residual

blocks-based architecture [58]. They are added to combine the features at different scales

(i.e., receptive fields) in an informative way for every downstream task. Finally, we use

simple task-specific decoders consisting of two convolutional layers. Each decoder takes
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the output from the corresponding multi-scale fusing layer to generate the corresponding

task predictions.

On top of our static MTL model, AdaMTL adds a lightweight policy network that runs

alongside the original model to decide which parts of the model to activate, adapting to

the complexity of the input frame. Our policy network works as a multi-grained decision

maker; it consists of an AdaMTL Block policy network and an AdaMTL Tokens policy

network. The AdaMTL Block policy network decides on which blocks to activate during

runtime. If the decision is to activate a certain block, our AdaMTL Tokens policy network

runs to decide which tokens to process through that block. Our intuition behind AdaMTL

is that not all patches in the input frame are equally informative; for example, a patch of

an input frame from the background is less informative than a patch with a person for

a task such as human-parts detection. Moreover, the receptive field at which different

patches should be processed differs depending on the scale of the objects in the input

frame. For example, an image with multiple smaller objects might benefit from being

processed by the first few layers of the models where the receptive field is small. However,

the later layers with larger receptive fields are essential for an accurate output on a

zoomed-in frame with one object. In other words, our AdaMTL Policy Network decides

which patches are needed to accurately perform the downstream tasks and the receptive

field at which those patches should be processed.

7.3.2 AdaMTL Policy Network

Our policy network works as a multi-grained decision maker; the Block Policy Network

decides on which blocks to activate, while the Tokens Policy Network decides on which

tokens (i.e., patches) to process through the activated blocks. Our Block Policy Network

generates a learnable binary mask for each block in the shared encoder. We use this

binary mask to recognize the necessary blocks needed by the MTL model in order to

perform well on the downstream tasks. Similarly, for each block, we attach a Tokens
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Policy Network that generates a learnable policy to determine the tokens that need to

be processed through the activated block. Intuitively, the policy network should learn to

recognize the most informative patches in every input frame as well as the receptive field at

which it needs to be processed. Each policy network has two simple fully-connected layers,

followed by a Gumbel Softmax activation to generate binary masks [75]. We devise two

different settings for the policy network: a task-agnostic policy network and a task-aware

policy network.

Task-agnostic Policy: In the task-agnostic setting, the policy network is unaware of the

number of downstream tasks. We achieve this by co-training the whole policy network

alongside the MTL model. We mainly experiment with this setting to show the necessity

of task awareness while creating an effective policy network for multi-task scenarios.

Task-aware Policy: In the task-aware setting, we want our policy network to capture

task-specific computational needs. We achieve this by dividing the policy network into sub-

networks, where each sub-network is responsible for recognizing the necessary blocks/tokens

for the corresponding task. As shown in Figure 7.1, the AdaMTL Tokens Policy Network

consists of a sub-network for each task (i.e., Normals Controller, Semantic Segmentation

Controller, Saliency Controller, etc.). Each sub-network makes a decision that is plausible

to its respective task. Finally, to get a unified policy, we make a decision to activate a

token if at least one of the tasks needs to process it. The intuitive way to combine the

masks would be to apply the logical ORing operation on all the generated task-specific

masks. However, to make it more learnable, we combine the masks using addition and

clamping. As shown in the example output from the Tokens Policy Network in Figure 7.1,

the policy network only activates a token if at least one task-specific policy sub-network

decides to activate it.
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7.3.3 AdaMTL Training Recipe

For our adaptive MTL framework to work effectively, we need to learn the MTL model

weights as well as the execution policy (i.e., policy network’s binary masks) that achieves

the target efficiency without compromising the accuracy of the various tasks in our MTL

model. Our end-to-end training recipe consists of 3 stages:

Stage 1: Static MTL Model Training

First, we train a static MTL model. We adopt a shared encoder along with task-specific

decoders to perform multi-task learning as explained in Subsection 7.3.1. For our shared

encoder, we use the publicly-available pre-trained Swin Transformer backbones [101].

Then, we attach the multi-scale fusing layer as well as task-specific decoders, and we

fine-tune the end-to-end MTL model to get our static baseline. In this stage, our loss

function is the weighted sum of the losses of the various downstream tasks as follows.

Lstage1 =
m∑
i

ωtask i × Ltask i (7.1)

where ωtask i and Ltask i are the weight and the loss of the various tasks in the MTL model,

respectively, and m is the number of downstream tasks in the MTL model. We adopt the

task weights used by Vandenhende et. al. [152].

Stage-2: Policy Network Initialization

We aim to co-train both the policy network as well as the MTL model. Randomly

initializing the policy network while co-training can lead to degrading the model accuracy

since the policy network would make random decisions in the earlier epochs. That’s why

we choose initialization weights for the policy network that activates all the blocks and

the tokens. To achieve this, we freeze the static MTL model and pre-train our AdaMTL

policy network with the following loss function:
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Lstage2 =
blocks∑

k

(1−Mb/k) +
blocks∑

k

(1−Mt/k) (7.2)

Where Mb/k and Mt/k are the output masks generated by the Block Policy Network

and the Tokens Policy Network attached to the Encoder block k, respectively. This results

in an adaptive model that behaves exactly like the static model, where all blocks and

tokens are activated. This acts as a good initialization point to start co-training the policy

network and the MTL model.

Stage 3: Policy Network/MTL Model Co-training

In this stage, we co-train the policy network along with the MTL model. Our goal is

to learn the binary masks that our policy network should generate in order to meet the

target computational budget (i.e., the target percentage of the MTL model components

to be activated) while maintaining the accuracy of the downstream tasks. Thus, we use a

multi-objective loss as shown in Equation 7.3. Our loss function incorporates the various

task losses Ltasks as well as the efficiency loss Leff multiplied by a factor α. α represents

the efficiency weight which controls the trade-off between accuracy and efficiency. In

our experiments, we set α to unity; however, different values can be used to control the

trade-off depending on the application requirements.

Lstage3 = Ltasks + αLeff (7.3)

The efficiency loss incorporates the efficiency of the decisions made by the blocks

as well as the tokens controller, as shown in Equation 7.4. In order to minimize the

number of activated blocks, we set Lblocks as mean squared error (MSE) between the

actual percentage of the activated blocks and the target percentage of activated blocks as

shown in Equation 7.5. Similarly, we set Ltokens as the MSE between the actual percentage

of the activated tokens and the target percentage of activated tokens. However, it is
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Algorithm 3 AdaMTL - Alternating Task Training (ATT)

Input : model: Model w/ initialized policy network Tasks: Task names in MTL model
m: Number of tasks in MTL model
epochsatt: Number of epochs for ATT
Li: Loss for the epoch i

for i in 0, . . . , epochsatt do
current task = Tasks[i%m] Li = Lcurrent task + αLeff for task in Tasks do

if task = current task then
model.unfreeze decoder(task) model.enable policy network(task)

end
else

model.freeze decoder(task) model.disable policy network(task)
end

end
train one epoch(model, Li)

end

common for hierarchical ViTs to have more tokens in the earlier layers compared to the

later layers (i.e., the earlier layers have smaller receptive fields, thus more patches, while

later layers have larger receptive fields, thus fewer patches). This means that the number

of tokens does not linearly reflect the computational complexity since layers with more

tokens have smaller embedding dimensions per token, while layers with fewer tokens have

larger embedding dimensions. That’s why we multiply the percentage of tokens in each

layer by a weight ωd equivalent to the embedding dimension in this layer as shown in

Equation 7.6.

Leff = Lblocks + Ltokens (7.4)

Lblocks = MSE(
Bactiv

Btotal

,
Btarget

Btotal

) (7.5)

Ltokens = MSE(
ωd × Tactiv

Ttotal

,
ωd × Ttarget

Ttotal

) (7.6)

To make our policy network task-aware, we co-train each task-specific policy sub-

network independently with the end-to-end model. Sequentially co-training the policy

107



sub-networks along with the end-to-end model suffers from catastrophic forgetting (i.e.,

the model gets biased towards behaving well on the last task, and the performance

deteriorates on the earlier tasks). That’s why we propose an Alternating Task Training

(ATT) where we shift the focus between the tasks every one epoch. Algorithm 3 shows

the steps of our ATT technique. For each epoch, we choose a task to focus on, and we

set the loss accordingly, as shown in lines 2 and 3, respectively. Then, we only activate

the decoder and the policy sub-network corresponding to the chosen task, as shown in

lines 4-13. We train the MTL model for one epoch using that setting. Then, we move on

to co-training the decoders and the policy sub-networks of the other tasks. Finally, we

perform end-to-end fine-tuning to improve the overall model accuracy. The training loss

remains the same as in Equation 7.3, and we unfreeze all the model’s components. This

results in an adaptive MTL model that generates task-aware inference policies depending

on the complexity of the input.

7.4 Experiments

7.4.1 Setup

Dataset: We evaluate our method on the PASCAL dataset [35]. Following other work in

MTL literature [166, 152, 163], we use the PASCAL-Context split that has annotations

for various dense prediction tasks such as semantic segmentation, human part detection,

surface normals estimation, and saliency distillation. It has 4,998 images in the training

split and 5,105 in the validation split.

Implementation and Training details: We implemented AdaMTL using PyTorch.

As mentioned in Subsection 7.3.1, we adopt the publicly available pre-trained Swin

Transformer backbone [101] as our shared encoder. To get our adaptive MTL model, we

employ a three-stage training recipe as explained in Subsection 7.3.3. In Stage 1, we

fine-tune the Swin Transformer backbone along with our task-specific decoders for 1000
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Table 7.1: Quantitative analysis of AdaMTL on PASCAL dataset. The table shows
the accuracy by our adaptive MTL model compared to the single-task model as well as
static MTL models. H and L represent high and low computational complexity targets
for AdaMTL, respectively. ∆ m (ST) shows the change in the average accuracy of the
tasks compared to the single-task model, respectively. ↓ means the lower the better,
while ↑ means the higher the better. Bolded values represent the Pareto-frontier of the
accuracy-efficiency trade-off.

Policy Backbone
Image Sal Human Parts Sem Seg Normals ∆ m (ST)
Size maxF ↑ mIoU ↑ mIoU ↑ mERR ↓ (%) ↑

Single-Task Swin-T 224 71.93 48.63 60.35 18.45 0.00

Static MTL
Swin-T

224 74.15 47.62 59.08 19.20 -1.20
AdaMTL (H) 224 73.72 47.64 57.13 19.16 -2.18
AdaMTL (L) 224 73.01 46.85 55.9 19.54 -3.86

Static MTL
Swin-S

224 75.00 50.66 61.84
AdaMTL (H) 224 75.23 51.22 61.88 18.79 +2.65
AdaMTL (L) 224 74.75 50.07 59.91 18.61 +1.31

Static MTL
Swin-B

384 73.93 56.68 67.47 17.69 +8.81
AdaMTL (H) 384 76.55 56.28 65.04 17.74 +8.43
AdaMTL (L) 384 76.23 55.04 62.63 17.92 +6.46

epochs. Then in stage 2, we freeze the MTL model and initialize the policy network by

training it to activate the whole MTL model. We run this stage for another 80 epochs.

Finally, in stage 3, we use our proposed Alternating Task Training technique to co-train the

policy network along with the MTL model for another 150 epochs, followed by fine-tuning

the end-to-end AdaMTL model for another 150 epochs. Our method does not only increase

the model efficiency during inference, but it also reduces the carbon emission since we

avoid retraining complex ViTs from scratch by reusing off-the-shelf pre-trained backbones;

AdaMTL needs only 1 V100 GPU for around 24-48 hours (i.e., depending on the used

backbone) in order to run our end-to-end training recipe.

7.4.2 Quantitative Analysis

Accuracy-Efficiency Trade-off: We apply AdaMTL on three SOTA ViTs from the

Swin Transformer family [101]. We include Swin-Tiny, Swin-Small, and Swin-Base,

representing three different scales of ViTs in terms of computational complexity. We

include two different computational complexity targets: H and L. H represents a higher
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Table 7.2: Quantitative analysis of AdaMTL on PASCAL dataset. The table shows the
efficiency metrics by our adaptive MTL model compared to the single-task model as
well as static MTL models. H and L represent high and low computational complexity
targets for AdaMTL, respectively. ∆ FLOPS (ST) show the change in percentage of
FLOPS compared to the single-task model, respectively. ↓ means the lower the better,
while ↑ means the higher the better. Bolded values represent the Pareto-frontier of the
accuracy-efficiency trade-off.

Policy Backbone
Image GFLOPS ∆ FLOPS (ST) Params
Size ↓ (%) ↓ (M) ↓

Single-Task Swin-T 224 18.33 1 × 111.42

Static MTL
Swin-T

224 5.79 0.32 × 34.77
AdaMTL (H) 224 5.34 0.29 × 34.87
AdaMTL (L) 224 4.82 0.26 × 34.87

Static MTL
Swin-S

224 12.5 0.68 × 67.02
AdaMTL (H) 224 12.51 0.66 × 67.12
AdaMTL (L) 224 10.35 0.57 × 67.12

Static MTL
Swin-B

384 59.39 3.24× 108.66
AdaMTL (H) 384 51.29 2.80× 108.88
AdaMTL (L) 384 41.229 2.25× 108.88

computational budget where the target percentage of activated tokens and blocks are

60% and 90%, respectively. L represents a lower computational budget where both the

target percentage of activated tokens and blocks are set to 50%. In both settings, the

accuracy-efficiency trade-off weight (i.e., α in Equation 7.3) is set to unity. To evaluate the

accuracy-efficiency trade-off by AdaMTL, we compare it to two baselines: (1) Single-Task

models and (2) Static MTL models (i.e., our base MTL model before attaching our task-

aware policy network). Table 7.1 shows the accuracy, the computational complexity (i.e.,

FLOPS) as well as the model size (i.e., Params) of AdaMTL compared to the single-task

model and the static MTL models. ∆ m (ST) and ∆ FLOPS (ST) show the change in the

average accuracy of the tasks and percentage of FLOPS compared to the single-task model,

respectively. Results show how our method enhances the accuracy-efficiency trade-off for

MTL models. For example, by applying AdaMTL to Swin-S backbone, we can get an

MTL model with 43% less FLOPS and 1.31% more accuracy compared to the single-task

model. Similarly, by applying AdaMTL to Swin-T backbone, we can get an MTL model

with 71% less FLOPS and only 2.18% drop in accuracy compared to the single-task
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Figure 7.2: Accuracy-Efficiency trade-off by AdaMTL compared to SOTA MTL techniques.
The x-axis shows the FLOPS, while the y-axis represents the average accuracy of the
tasks compared to the single-task model.

Table 7.3: Comparison with SOTA MTL models.

Method Backbone
∆ m (ST) ∆ FLOPS (ST)

↑ (%) ↓ (%)

PAD-Net [163] HRNet-18 +4.98 23.21×
AdaMTL (Ours) Swin-B +6.46 2.25 ×
ASTMT [109] R26-DLv3 +8.38 5.66 ×

AdaMTL (Ours) Swin-B +8.81 3.24 ×
MTI-Net [152] ResNet-50 +13.49 9.6 ×
InvPT [166] ViT-B +27.20 21.35 ×

model. Therefore, given any target computational complexity, AdaMTL can meet it while

potentially improving the accuracy.

Comparison to SOTA MTL models: We also compare the accuracy-efficiency trade-

off of AdaMTL to four SOTA MTL models that vary in computational complexity and

accuracy. Figure 7.2 shows the accuracy and the computational complexity of AdaMTL

compared to those of PAD-Net [163], ASTMT [109], MTI-Net [152], and InvPT [166].

We can notice that AdaMTL dominates both PAD-Net and ASTMT. Moreover, AdaMTL

achieves a more efficient trade-off compared to MTI-Net and InvPT. As shown in Table
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Table 7.4: Combining AdaMTL with SOTA MTL components.

Method Backbone
∆ m ∆ FLOPS Params
% ↓ (M)

Single-Task Swin-T +0.00 18.33 G 111.42
AdaMTL Swin-B +8.81 1.1× 108.66

MTI-Net [152] ResNet-50 +13.49 9.6× 91.00
AdaMTL + MTI-Net Swin-B +20.29 3.1× 101.14

7.3, AdaMTL has 3× less FLOPS than MTI-Net and 7× less FLOPS than InvPT. It

is important to note that our effort in AdaMTL is directed specifically toward enabling

efficient Multi-Task learning. That is why we argue that while the performance of MTI-Net

and InvPT is impressive, their demanding computational complexity might not be suitable

for real-time processing on resource-constrained devices.

7.4.3 Combining with SOTA MTL components

Our adaptive MTL framework can easily adopt other SOTA MTL components to

further enhance the accuracy-efficiency trade-off. In this section, we show a case study

where we integrate AdaMTL with the SOTA MTL concepts in MTI-Net [152] in order

to improve both its efficiency and accuracy. MTI-Net has two main modules: (1) A

multi-scale multi-modal distillation unit to model task interactions at different scales and

(2) A feature propagation module that propagates distilled task information from lower

to higher scales. In this experiment, we attach those two modules between the shared

hierarchical encoder and the task-specific decoders in our AdaMTL framework. Following

the exact same training recipe introduced in Subsection 7.3.3, the results in Table 7.4

show that AdaMTL can be integrated with other MTL modules from MTI-Net to boost

MTI-Net ’s accuracy by 7.8% while improving its efficiency by 3.1×.

7.4.4 Qualitative Analysis

Figure 7.3 shows some insights about the allocated amount of computations by AdaMTL

for input frames of different visual complexity. Figures 7.3a, 7.3b, 7.3c, and 7.3d shows
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examples where AdaMTL allocated 55%, 65%, 75%, and 85% of the static model FLOPS

respectively. We can see that AdaMTL allocates fewer computations to simple frames

with fewer objects as compared to complex scenes with multiple objects and cluttered

backgrounds. Figure 7.3e shows a histogram of AdaMTL’s computational complexity per

example for all the images in PASCAL validation set. The red line represents the average

number of FLOPS needed to process all the images. We can notice that AdaMTL adapts

to the large variation in the computational complexity requirement by various images in

the dataset.

To gain more insights into the decisions made by our policy network, we visualize a

sample of the generated tokens masks in Figure 7.4. Column 7.4a represents the input

frames, while columns 7.4b, 7.4c, and 7.4d represent the generated tokens masks by our

policy network at different layers, such that the white areas represent activated tokens.

We can notice that the policy network tends to activate more tokens in the earlier layers

to understand the global features of the input frame. Then, it narrows down its scope in

the later layers, focusing on the most informative patches (i.e., patches with the main

objects) in the input frame. We can also notice that more tokens are activated in the

sample in the bottom row which is expected since it is more complex (i.e., multiple objects

and cluttered background).

(a) 55%
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Figure 7.3: Qualitative insights on the computational budget allocated by AdaMTL
to process input frames of different complexity. We can notice that AdaMTL assigns
fewer computations for simpler scenes, as in (a) and (b), while it justly assigns more
computations to process more complex and cluttered scenes as in (c) and (d).
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(a) Input Frame (b) Layer 1 (c) Layers 12-15 (d) Layer 18

Figure 7.4: Sample of the generated masks by AdaMTL tokens policy network. The white
areas in (b)-(d) represent activated tokens.

Table 7.5: Performance Analysis on Vuzix Augmented Reality Glasses [158]. We analyze
the percentage of the inference latency and the energy consumption by our AdaMTL
model compared to its corresponding static model.

Method Backbone
Inference Energy

Latency (%) Consumption (%)

AdaMTL Swin-T -20.6% -35.3%
AdaMTL Swin-S -21.8% -37.5%

7.4.5 Deployment on Vuzix M4000 AR glasses

We compile our AdaMTL model using PyTorch for Android [129], and we deploy it on

the Vuzix M4000 AR glasses [158]. The Vuzix glasses have an 8 Core 2.52Ghz Qualcomm

XR1 board with 6GB RAM. It operates using Android 11.0. Using the Battery Historian

tool [63] to profile the energy consumption on the device, we record the average latency

and energy consumption across random samples from the PASCAL validation dataset.

Table 7.5 shows that AdaMTL reduces the inference latency and the energy consumption

by up to 21.8% and 37.5%, respectively, compared to its corresponding static MTL model.

114



Table 7.6: Comparison between the quality of our task-aware policy, the task-agnostic,
and the random execution policy.

Policy Backbone ∆ m (ST) ∆ FLOPS (ST)
(%) ↑ ↓

Random

Swin-T

-34.53 0.24×
Random+ -8.64 0.24×

Task-Agnostic -5.68 0.24×
Task-Aware -3.86 0.26×
Random

Swin-B

-34.86 0.82×
Random+ -8.57 0.82×

Task-Agnostic +0.77 0.84×
Task-Aware +1.12 0.83×

Table 7.7: The contribution of different adaptive dimensions to AdaMTL. ∆ m is measured
relative to the static MTL model.

Adaptive Adaptive ∆ m FLOPS
Blocks Tokens % (G)

× × -0.00 5.8
✓ × -1.66 5.23
× ✓ -1.46 5.08
✓ ✓ -0.85 5.37

7.4.6 Ablation Study

Quality of the learnt inference policies: To analyze the quality of the learned inference

policies by our task-aware policy network. Table 7.6 compares the accuracy-efficiency

trade-off achieved by our task-aware policy network (i.e., referred to as Task-Aware) to

three other baselines: (1) Random where we activate random blocks and tokens from

the static MTL model, (2) Random+ where we again activate random blocks and tokens

from the static MTL model but after performing our adaptive training pipeline, and (3)

Task-Agnostic policy network explained in Subsection 7.3.2. The results in Table 7.6

show that the policies learned by our task-aware policy network outperform the other

baselines. We can also notice that performing adaptive training gives the MTL model

robustness towards sparsification (i.e., Using a random policy on the static model reduced

the accuracy by 34%, while it only reduced the accuracy by 8% when applied to the

adaptively trained MTL model).
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(a) Without weighted tokens (b) With weighted tokens

Figure 7.5: Loss function ablation: The figure illustrates the average percentage of
activated tokens over the 12 blocks in Swin-T using (a) non-weighted tokens loss and (b)
weighted tokens loss.

Analysis of the adaptation along each component of our policy network To

understand the contribution of both components of our policy network (i.e., blocks policy

network and tokens policy network) to the accuracy-efficiency trade-off of AdaMTL,

we compare the results from four different settings: (1) the static model where neither

component of the policy network is activated, (2) AdaMTL while activating the block

policy network only, (3) AdaMTL while activating the tokens policy network only, and (4)

AdaMTL where both policy networks are activated. Table 7.7 shows that enabling both

components enhances the accuracy-efficiency trade-off of AdaMTL.

Analysis of the behavior of our loss function To analyze the importance of the

weight factor ωd in Equation 7.6 of our loss function, we visualize the average percentage

of activated tokens across the blocks of Swin-T encoder with and without ωd in Figure 7.5.

We can notice that adding the ωd factor to the loss function leads to a more distributed

FLOPS reduction across different blocks, which is essential for the effectiveness of our

adaptive MTL framework.
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7.5 Conclusion

In this chapter, we propose AdaMTL - an adaptive framework that learns task-aware

inference policies for the MTL models in an input-dependent manner. We achieve this

by co-training a lightweight policy network along with our MTL model. During runtime,

our policy network recognizes the unnecessary computations and dynamically chooses

an execution strategy depending on the input complexity and the target computational

budget. Our experiments on PASCAL dataset demonstrate that AdaMTL reduces the

computational complexity by 43% while improving the accuracy by 1.32% compared to

the single task models. Combined with SOTA MTL components, AdaMTL boosts the

accuracy by 7.8% while improving the SOTA MTL model efficiency by 3.1×. Finally, we

deployed AdaMTL on Vuzix M4000 AR glasses showing up to 21.8% and 37.5% reduction

in inference latency and energy consumption, respectively, compared to the static MTL

model.
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CHAPTER 8

Summary and Possible Extensions

8.1 Summary of the Dissertation

In Chapter 3, we focused on exploring compression techniques such as quantization,

particularly low-precision quantization, known for enhancing neural network efficiency. Our

analysis identified that non-quantized elementwise operations, prevalent in certain layers

like parameterized activation functions, batch normalization, and quantization scaling,

significantly contribute to the inference cost in low-precision models, an aspect often

missed by current state-of-the-art (SOTA) efficiency metrics like Arithmetic Computation

Effort (ACE). To address this discrepancy, the chapter introduced an improved metric,

ACEv2, designed to more accurately reflect the inference costs and energy consumption

of quantized models on machine learning hardware. Additionally, the chapter presented

PikeLPN, a model innovating in efficiency by applying quantization to both elementwise

and multiply-accumulate operations. PikeLPN was shown to achieve Pareto-optimality

in the efficiency-accuracy trade-off, marking up to a 3.5× improvement in efficiency over

existing SOTA low-precision models.

In Chapter 4, we delved into the practicality of training deep learning models on

edge devices, highlighting the opportunity for neural networks to adaptively learn from
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new data post-deployment, despite the memory constraints typical of such devices. Our

investigation pinpointed the memory footprint, particularly from activations, as the

principal challenge for on-edge training. Traditional incremental training strategies, which

typically fine-tune only the latter layers, compromise on the potential accuracy benefits

of full-model retraining. To address this, we introduced BitTrain, a methodology that

leverages activation sparsity through a novel bitmap compression technique, significantly

reducing memory requirements during training. This approach involved saving activations

in a compressed format during the forward pass and reconstructing them for use in the

backward pass, ensuring seamless integration with existing deep learning frameworks

without compromising training accuracy. Our experimental findings demonstrated that

BitTrain can achieve up to a 34% reduction in memory usage with 50% sparsity, and

further pruning can lead to over 70% sparsity, resulting in up to a 56% decrease in memory

footprint. This innovation represented a significant step towards enhancing machine

learning capabilities on edge devices.

In Chapter 5, we investigated how extracting context from historical data patterns

can significantly improve a machine learning (ML) framework, particularly focusing on

optimizing compute resource allocation during runtime. This concept was applied to a

human activity recognition framework for wearable technology, addressing the crucial

balance between minimizing power consumption and maintaining accuracy due to the

stringent power and memory constraints of wearable devices. We introduced AdaSense, a

co-optimized framework for sensing, feature extraction, and classification tailored to Human

Activity Recognition. AdaSense achieved energy efficiency by dynamically adapting sensor

configurations based on user activity patterns over time, ensuring the selection of options

that best balance accuracy and energy consumption. Utilizing low-overhead methodologies

for processing and classification, the approach resulted in a significant 69% reduction in

sensor power consumption with a minimal impact on activity recognition accuracy of less

than 1.5%.
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In Chapter 6, we delved into the enhancement of model efficiency through the integration

of spatial context awareness into the architectural design of models. The approach

employed a hierarchical decision-making process that starts with a preliminary, efficient

evaluation of the input’s spatial characteristics to find the optimal specialized processing

pathway. This utilization of spatial context aimed to dynamically improve the model’s

efficiency. To assess the effectiveness of this approach, we applied it within an object

detection framework, widely used in surveillance and augmented reality applications, where

the computational and energy demands often pose challenges for deployment on resource-

constrained edge devices. Object detection models process images to identify and locate

various object classes present within. In this chapter, we introduced AdaCon, a method

that enhances the efficiency of object detection models by exploiting the likelihood of

different object categories occurring together within the same spatial context. Specifically,

AdaCon categorizes objects based on the probability of their spatial co-occurrence and

designs an adaptive network around these clusters. A branch controller dynamically selects

network segments to activate during runtime based on the spatial context of the incoming

frame. Our evaluation on the COCO dataset demonstrated that this adaptive object

detection approach significantly reduces energy consumption by up to 45% and latency

by up to 27%, with a marginal decrease in average precision (AP) for object detection.

In Chapter 7, we delved into the development of a complexity-aware machine learning

(ML) model, specifically designed to autonomously learn and adapt its inference process

based on complexity of the input, eliminating the need for manually defining the adap-

tivity criteria. Our exploration was applied to a vision transformer model capable of

executing multiple tasks concurrently, which is particularly beneficial for applications

such as augmented reality that require extensive information extraction from input. We

highlighted the challenges associated with multi-task learning (MTL) models, notably the

requirement for a shared encoder with substantial representational capacity to generalize

across tasks and inputs, which adversely impacts inference latency. To address these chal-
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lenges, we proposed AdaMTL, an adaptive framework designed to optimize task-specific

inference within MTL models based on the input. AdaMTL incorporated a lightweight

policy network, co-trained with the MTL model, to identify and eliminate unnecessary

computations for each task based on the current input frame. This input-dependent, task-

aware policy enabled selective activation of model components, significantly enhancing

computational efficiency. Our experimental results on the PASCAL dataset showed that

AdaMTL not only reduced computational complexity by 43% but also increased accuracy

by 1.32% over single-task models. Furthermore, when integrated with state-of-the-art

MTL strategies, AdaMTL achieved a 7.8% accuracy improvement and a 3.1× efficiency

gain. Deployment on Vuzix M4000 smart glasses demonstrated up to a 21.8% reduction

in inference latency and a 37.5% decrease in energy consumption, showcasing AdaMTL’s

potential to significantly improve both the performance and efficiency of MTL models in

practical applications.

8.2 Possible Research Extensions

Expanding on the foundations laid by this dissertation, numerous promising avenues

for future research emerge. These include enhancements at both the architectural level of

machine learning (ML) models and the level of ML accelerators. Such research directions

aim to fully leverage the benefits of these optimizations at the architectural level of model

design.

8.2.1 Heterogeneous Quantization for Multi-task Models

Future research focusing on heterogeneous quantization for multi-task learning (MTL)

models presents an intriguing avenue for optimizing performance across diverse tasks

while maintaining computational efficiency. Heterogeneous quantization, by applying

variable quantization levels to different parts of the MTL model based on the task-specific

requirements and sensitivity, could significantly enhance the balance between accuracy
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and computational resource usage. This approach acknowledges that not all tasks within

an MTL framework demand the same level of precision, allowing for strategic allocation

of computational resources where they are most needed. Investigating the application

of heterogeneous quantization in MTL models involves not only developing adaptive

quantization techniques but also devising intelligent mechanisms for determining the

optimal quantization strategy for each task dynamically. This research could lead to

more efficient MTL models capable of performing a wide array of tasks simultaneously on

resource-constrained devices, pushing the boundaries of what’s possible on edge devices.

8.2.2 Generalizing Power-of-two Quantization for LLMs

Future research into logarithmic quantization for large language models (LLMs) is

poised to significantly address the challenges of computational efficiency and model scalabil-

ity. A key advantage of logarithmic quantization lies in its ability to replace multiplication

operations—typically resource-intensive in hardware—with simpler shift operations, which

are considerably cheaper in terms of computational cost. This substitution is especially

critical in the context of LLMs, where the sheer volume of multiplications during model

training and inference can be overwhelming. By adopting a power-of-two or logarith-

mic scale for quantization, the process aligns more naturally with the binary nature of

hardware computation, facilitating a more efficient execution path. This shift not only

promises reductions in the energy consumption and hardware requirements for running

LLMs but also enhances the feasibility of deploying advanced AI models on a wider

range of devices, including those at the edge. Investigating and optimizing logarithmic

quantization methods could lead to a new paradigm in the design and operation of LLMs,

where efficiency and performance are balanced more effectively, opening the door to more

sustainable and accessible AI technologies.
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8.2.3 Low-Level Support for Dynamic Sparsification

Investigating low-level support for dynamic sparsification at both the hardware accel-

erator and compilation levels constitutes a promising avenue for future research. Dynamic

sparsification, which intelligently zeroes out certain data elements or computations that

have minimal impact on the overall outcome, can dramatically increase computational

efficiency and reduce energy consumption in machine learning models. Future work could

focus on developing hardware accelerators specifically designed to recognize and leverage

sparsity in data and computations in real-time. Additionally, advancements in compiler

technologies that can dynamically identify opportunities for sparsification and optimize

code execution paths accordingly would further amplify these benefits. This dual approach,

enhancing both hardware and software capabilities for dynamic sparsification, has the

potential to significantly advance the field of efficient computing, making it possible to

deploy more sophisticated machine learning algorithms on power and resource-constrained

devices, opening new horizons for edge computing and beyond.

8.2.4 Accelerators Support for Heterogeneous Quantization

Exploring the development of machine learning accelerators that offer native support for

heterogeneous quantization presents a compelling direction for future work. Heterogeneous

quantization, which entails applying varied quantization strategies and bit-widths to

different segments of a neural network, optimizes the balance between computational

efficiency and model accuracy tailored to the unique requirements of each part of the

network. Future advancements in accelerators capable of supporting this nuanced approach

could significantly enhance the deployment of complex machine learning models in resource-

constrained settings, such as edge computing devices. The ability to dynamically adjust

computational precision, thereby optimizing processing efficiency and reducing power

consumption, without markedly affecting performance, would mark a significant leap

forward. Such research endeavors could pave the way for the widespread adoption of
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advanced AI applications, optimizing their performance within the stringent energy and

computational limits of next-generation technology environments.

124



Appendix A

Detailed ACEv2 Derivations

A.1 Elementwise Multiplications

For simplicity, we assume both operands have the same number of bits (i.e., i = j)

in this derivation. Elementwise multiplications requires a multiplier as well as an adder

to account for the dot pattern at the completion of the multiplication [24]. We base our

derivation on the established implementation of Dadda multiplier [24] and Ripple-Carry

Adder (RCA) [6] to estimate the cost of elementwise multiplications.

To multiply two i-bit numbers, the Dadda multiplier requires i2−3i+2 adders [24], while

the RCA adds another 2i−2 adders. This leads to a total number of adders equal to i2− i.

To generalize to operands with different precisions, the cost for elementwise multiplications

between an i-bit number and a j-bit number can be derived as i · j − max(i, j), with

i · j reflecting the cost of the multiplier and max(i, j) representing the final addition.

Independently, we performed an empirical verification for 1 ≤ i, j ≤ 64 which confirmed the

correctness of this formula, showing zero error in predicted adder counts. This refinement

in ACEv2 cost calculation enhances our understanding of multiplier complexity.
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A.2 Floating Point Elementwise Additions

We improve ACE by extending it to include the cost of floating-point elementwise

addition. We derive the cost of adding an i-bit and a j-bit floating point numbers, using

the formula

ACEfp−add = ca ·max(i, j) (A.1)

For simplicity, we assume both operands have the same number of bits (i.e., i = j) in

this derivation. ca reflects the added complexity of floating point operations compared to

fixed-point addition. To derive ca, we look into the components of floating-point adders

[134] and analyze the ACEv2 cost for each component. Assuming e bits for the exponent

and m bits for the mantissa, the main components of the floating-point adder and their

corresponding ACEv2 costs are as follows:

1. Exponent Subtraction: Involves subtracting the exponent bits resulting in an ACEv2

cost of e.

2. Operand Swapping : Requires a single multiplexer with negligible ACEv2 cost.

3. Limitation of Alignment Shift Amount : Involves adding the mantissa bits resulting

in an ACEv2 cost of m.

4. Alignment Shift : Involves shifting by the mantissa bits adding an ACEv2 cost of

m · log2(m)/51.

5. Significand Negation: Involves one bit subtraction resulting in an ACEv2 cost of 1.

6. Significand Addition: Requires mantissa bits addition resulting in an ACEv2 cost of

m.

7. Significand Conversion: Requires two additions adding an ACEv2 cost of 2m.

8. Normalization: Requires shifting e bits resulting in an ACEv2 cost of e · log2(e)/5.

1ACEv2 cost for shift operation is derived as i · log2(j)/5 in Subsection 3.2

126



9. Rounding and Post-normalization: Requires adding m bits with an ACEv2 cost of

m.

Summing the costs for all the components, we get a total cost of m(5+ log2(m)/5)+e+

e · log2(e)/5 + 1. Considering the dominant role of mantissa operations, we approximate

the total cost to i(5 + log2(i)/5) where i is the number of bits of the added floating point

number. The upper bound for log2(i)/5 is 1 when m is 32. Therefore, we can derive the

cost as 6i̇ resulting in ca = 6 in Equation A.1. This approximation streamlines ACEv2

calculation for floating-point additions.
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